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1 Introduction

Let (Ω,F , P ) be a complete probability space and F0 ⊆ F1 ⊆ ... ⊆ FN = F
a sequence of σ-algebras containing all sets in F of measure zero. For each
t = 0, 1, ..., N , let Xt(ω) be a closed cone in an mt-dimensional linear space
Rmt and for each t = 1, ..., N , let (ω, a) 7→ At(ω, a) be a set-valued operator
assigning a non-empty set At(ω, a) ⊆ Xt(ω) to each ω ∈ Ω and a ∈ Xt−1(ω).
Throughout the paper, the following conditions of homogeneity and convexity
will be imposed on the operator At(ω, ·). For each ω, we have

λAt(ω, a) ⊆ At (ω, λa) (1)

for all a ∈ Xt−1(ω), λ ∈ [0,∞) and

θAt (ω, a) + (1− θ)At (ω, a′) ⊆ At (ω, θa+ (1− θ) a′) (2)

for all a, a′ ∈ Xt−1(ω) and θ ∈ [0, 1]. (A linear combination of two sets in a
vector space is the set of pairwise linear combinations of their elements.)

The σ-algebra Ft (t = 0, ..., N) is interpreted as the class of events occur-
ring prior to time t. Vector functions of ω ∈ Ω measurable with respect to
Ft represent random vectors depending on these events. Denote for short-
ness by Lkt the space L∞

(
Ω,Ft, P,Rk

)
of essentially bounded Ft-measurable

functions of ω ∈ Ω with values in Rk. We say that a vector function x(ω)
is a random state of the system at time t and write x ∈ Xt if x ∈ Lmt

t

and x(ω) ∈ Xt(ω) almost surely (a.s.). The mappings (ω, a) 7→ At(ω, a)
generate a multivalued stochastic dynamical system over the time interval
t = 1, 2, ..., N . A sequence of random states x0 ∈ X0, x1 ∈ X1, ..., xN ∈ XN
is called a path (trajectory) of this dynamical system if

xt(ω) ∈ At (ω, xt−1(ω)) (a.s.). (3)

Relation (3) can be written in the form

(xt−1(ω), xt(ω)) ∈ Zt(ω) (a.s.), (4)

where
Zt(ω) = {(a, b) ∈ Xt−1(ω)×Xt(ω) : b ∈ At(ω, a)} (5)

is the graph of the set-valued mapping At (ω, ·). Clearly conditions (1) and
(2) hold if and only if Zt(ω) is a cone contained in Xt−1(ω) ×Xt(ω). Since
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At (ω, a) 6= ∅ for all a ∈ Xt−1(ω), the projection of Zt(ω) on Xt−1(ω) coincides
with Xt−1(ω). It is assumed that the cones Xt(ω) and Zt(ω) depend Ft-
measurably4 on ω, which means that they are determined by events occurring
prior to time t.

The dynamics of the system under consideration can equivalently be de-
scribed both in terms of the mappings At (ω, ·) and in terms of the cones
Zt(ω). A sequence x0 ∈ X0, x1 ∈ X1, ..., xN ∈ XN is a path if and only if

(xt−1, xt) ∈ Zt, t = 1, 2, ..., N,

where
Zt = {(x, y) ∈ Xt−1 ×Xt : (x(ω), y(ω)) ∈ Zt(ω) (a.s.)}. (6)

Such dynamical systems were first considered in the context of the model-
ing of economic growth by von Neumann [42] and Gale [18]. Important con-
tributions to the field were made by Rockafellar [37], Radner [33], McKenzie
[23], Nikaido [24], Makarov and Rubinov [22] and others. For reviews of this
field see [22] and [16].

The classical theory of von Neumann-Gale dynamics was purely deter-
ministic. First attempts to build its stochastic generalization were under-
taken in the 1970s by Dynkin [9, 10, 11], Radner [34] and their collaborators.
However, the initial attack on the problem left many questions unanswered.
Substantial progress was made only in the late 1990s, and final solutions to
the main open problems were obtained only in the 2000s – see [17].

At about the same time it was observed [7] that stochastic analogues
of von Neumann-Gale dynamical systems provide a natural and convenient
framework for the modeling of financial markets with frictions – transaction
costs and portfolio constraints. This observation not only gave a new momen-
tum to studies in the field and posed new interesting questions, but also made
it possible to find a key to the solution of old problems. The new, financial
interpretation of the mathematical notions and objects at hand amazingly
suggested the way of proofs in [17] that could not be found earlier.

In the present work, we examine the structure of paths of stochastic von
Neumann-Gale dynamical systems focusing primarily on questions of their
growth. Our main goal is to single out and investigate a class of trajectories
which grow faster in a certain sense than other trajectories over each time

4A set A(ω) ⊆ Rk is said to depend Ft-measurably on ω if the graph {(ω, a) : a ∈ A(ω)}
of the set-valued mapping ω 7→ A(ω) belongs to the σ-algebra Ft × B(Rk), where B(·)
stands for the Borel σ-algebra.
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period t − 1, t. The central notion here is that of a rapid path. Let us give
its definition. To this end we will first define the important notion of a dual
path.

Let X∗t (ω) denote the dual cone of Xt(ω):

X∗t (ω) = {p ∈ Rmt : pa ≥ 0, a ∈ Xt(ω)},

where pa is the scalar product of the vectors p and a in Rmt . For shortness,
we will use the notation Pkt = L1(Ω,Ft, P,Rk) for the space of integrable
Ft-measurable vector functions with values in Rk. Put

FN+1 := FN .

A dual path (dual trajectory) is a sequence of vector functions p1(ω), p2(ω), ...,
pN+1(ω) such that pt ∈ Pmt−1

t and for almost all ω,

pt(ω) ∈ X∗t−1(ω), t = 1, 2, ..., N + 1, (7)

and
p̄t+1(ω)b ≤ pt(ω)a for all (a, b) ∈ Zt(ω), t = 1, 2, ..., N. (8)

Here, p̄t+1(ω) := Etpt+1(ω) and Et(·) = E(·|Ft) is the conditional expectation
given Ft.

Let us say that a dual path p1, p2, ..., pN+1 supports a path x0, x1, ..., xN
if

pt+1xt = 1, t = 0, 1, ..., N (a.s.). (9)

A trajectory is called rapid if there exists a dual trajectory supporting it.
What matters in (9) is that pt+1xt is constant (independent of time and
random factors). The value 1 for this constant is chosen only for the sake of
convenience.

The term ”rapid” is motivated, in particular, by the fact that for each
t = 1, ..., N ,

Et
pt+1yt
ptyt−1

=
p̄t+1yt
ptyt−1

≤ p̄t+1xt
ptxt−1

= 1 (a.s.) (10)

for all paths y0, y1, ..., yN with ptyt−1 > 0 (a.s.). This means that the path
x0, x1, ..., xN maximizes the conditional expectation given Ft of the growth
rate pt+1yt/ptyt−1 over each time period (t− 1, t], the maximum being equal
to 1. The growth rate is measured in terms of the dual variables pt, which
in economic and financial applications typically represent prices.
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In the financial applications (on which we focus in Section 6), paths in
the dynamical system at hand represent self-financing trading strategies. The
cones Xt(ω) and Zt(ω) specify portfolio admissibility constraints and self-
financing constraints, respectively. Rapid paths, the main object of our study,
are counterparts of benchmark strategies (Platen [31], Platen and Heath [32])
or numeraire portfolios (Long [21]). For a detailed discussion of these notions
in the context of von Neumann-Gale dynamics we refer the reader to [2]. An
authoritative reference for various aspects of capital growth theory is Györfi
et al. [19].

This paper concentrates on the case of a finite time horizon. It generalizes
to general random cones Xt(ω) the results obtained in [15] (also for a finite-
horizon case) in a setting where Xt(ω) are standard non-negative cones Rmt

+ .
A central result of this work is Theorem 1 establishing for each N the exis-
tence of a path x0, x1, ..., xN maximizing a functional of the form E lnψ(xN)
(log-optimal path) and showing that this path is rapid. Extensions to an
infinite time horizon, substantially relying upon the results of the present
paper, are considered in [2].

The plan of the paper is as follows. The main assumptions and results
are formulated in Section 2. In Section 3 we discuss general properties of
rapid paths. Section 4 contains some auxiliary results needed for the proof
of the main result, which is given in Section 5. Section 6 analyzes a model
of a financial market with transaction costs and portfolio constraints which
is based on von Neumann-Gale dynamical systems and to which the results
of this paper can be applied.

2 Main results

Let |·| denote the norm of a vector in a finite-dimensional space defined as
the sum of the absolute values of its coordinates. For a finite-dimensional
vector a, we will denote by B(a, r) the ball {b : |b− a| ≤ r}. Throughout the
paper it will be assumed that conditions (A1) - (A4) we list below hold.

(A1) For every t = 0, 1, ..., N , there exists an Ft-measurable random
vector qt(ω) ∈ X∗t (ω) satisfying

Ht(ω)−1|a| ≤ qt(ω)a ≤ Ht(ω)|a|, a ∈ Xt(ω), ω ∈ Ω, (11)

where Ht(ω) ≥ 1 is an Ft-measurable function with E lnHt (ω) <∞.
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This condition implies, in particular, that the cone Xt(ω) is pointed, i.e.,
if a ∈ Xt(ω) and −a ∈ Xt(ω), then a = 0.

(A2) For every t = 1, ..., N , ω ∈ Ω and a ∈ Xt−1(ω), there exists b ∈
Xt(ω) such that (a, b) ∈ Zt(ω).

(A3) There exist constants Kt (t = 1, ..., N) such that |b| ≤ Kt |a| for
any (a, b) ∈ Zt(ω) and ω ∈ Ω.

(A4) For each t = 1, 2, ..., N , there exists a bounded Ft-measurable vector
function z̊t = (̊xt, ẙt) such that for all ω ∈ Ω, we have

(̊xt(ω), ẙt(ω)) ∈ Zt(ω), (12)

and
B(ẙt(ω), εt) ⊆ Xt(ω), (13)

where εt > 0 is some constant.
For a real-valued function ψ (ω, a) of ω ∈ Ω and a ∈ Xt(ω) (t = 0, 1, ..., N),

denote by ψ̄ (ω, a) the function of ω ∈ Ω and a ∈ Rmt defined by

ψ̄ (ω, a) :=

{
ψ (ω, a) if a ∈ Xt(ω),
∞ if a ∈ Rmt \Xt(ω),

where ”∞” stands for a one-point compactification of R. Denote by Ψt the
class of real-valued functions ψ (ω, a) ≥ 0 of ω ∈ Ω and a ∈ Xt(ω) meeting
the following requirements:

(ψ.1) The function ψ (ω, ·) is continuous in a ∈ Xt(ω) for each ω and
ψ̄t (ω, a) is Ft × B (Rmt)-measurable in (ω, a) ∈ Ω× Rmt .

(ψ.2) For all a, a′ ∈ Xt(ω), we have ψ (ω, a+ a′) ≥ ψ (ω, a) + ψ (ω, a′).
(ψ.3) The function ψ (ω, a) is positively homogeneous (of degree one) in

a ∈ Xt(ω):

ψ (ω, λa) = λψ (ω, a) for any λ ∈ [0,∞) and a ∈ Xt(ω).

(ψ.4) There exists a random variableHψ (ω) > 0 such that E |lnHψ (ω)| <
∞ and

Hψ (ω)−1 |a| ≤ ψ (ω, a) ≤ Hψ (ω) |a| , a ∈ Xt(ω). (14)

Conditions (ψ.2), (ψ.3) and inequality (14) are supposed to hold for every
ω ∈ Ω.

Remark 1. From the non-negativity of ψ and requirements (ψ.2), (ψ.3),
it follows that the function ψ (ω, a), a ∈ Xt(ω), is concave and monotone
in a with respect to the partial ordering induced by the cone Xt(ω):

ψ (ω, a) ≤ ψ (ω, a′) if a′ − a ∈ Xt(ω). (15)
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Indeed, we have

ψ (ω, a′) = ψ (ω, (a′ − a) + a) ≥ ψ(ω, a′ − a) + ψ(ω, a) ≥ ψ(ω, a).

Remark 2. It follows from (ψ.4) that the expectation E lnψ (ω, x) is
well-defined and takes values in [−∞,∞) for any x ∈ Xt. Furthermore, we
have

E |lnψ (ω, x(ω))| <∞ for any x ∈ intXt. (16)

We write x ∈intXt (the interior of Xt) if B(x(ω), ε) ⊆ Xt(ω) (a.s.) for some
constant ε > 0. If x ∈intXt, then |x(ω)| ≥ ε (a.s.) (since the cone Xt(ω)
is pointed), which yields E lnψ (ω, x(ω)) > −∞ by virtue of (14). On the
other hand, E lnψ (ω, x(ω)) < +∞, by virtue of (14) and because x(ω) is
essentially bounded.

Remark 3. Observe that the function ψ (ω, a) := qt (ω) a, where qt (ω) ∈
X∗t (ω) is the random vector described in (A1), belongs to the class Ψt. Ex-
amples of nonlinear functions in Ψt can be constructed as follows. Let ν (ω, a)
be an Ft×B (Rmt)-measurable function of (ω, a) ∈ Ω×Rmt such that ν (ω, ·)
is a norm in Rmt for each ω. Since all norms in Rmt are equivalent, there
exists an Ft-measurable function Ĥ(ω) ≥ 1 such that

Ĥ (ω)−1 |a| ≤ ν (ω, a) ≤ Ĥ (ω) |a| for all ω ∈ Ω and Rmt . (17)

Assume that E ln Ĥ (ω) <∞. Define

ψ (ω, a) = qt (ω) a− θ(ω)ν (ω, a) , (18)

where θ(ω) ≥ 0 is some Ft-measurable function. Clearly, the function (18)
satisfies (ψ.1) - (ψ.3). Condition (ψ.4) holds if θ(ω) is small enough. For
example, take some Ft-measurable function 0 < δ(ω) ≤ 1 with E |ln δ| <∞.
If 0 ≤ θ ≤ (1 − δ)H−1

t Ĥ, where Ht is defined in (A1) and Ĥ in (17), then
condition (ψ.4) holds with Hψ := δ−1Ht. Indeed, we have

δ−1Ht |a| ≥ Ht |a| ≥ (Ht − θĤ) |a| ≥ qta− θν (a) ≥ (H−1
t − θĤ−1) |a|

≥ [H−1
t − (1− δ)H−1

t Ĥ · Ĥ−1] |a| = δH−1
t |a| .

Let x0 be an F0-measurable vector function such that B(x0(ω), ε0) ⊆
X0(ω), where ε0 > 0 is some constant. The random vector x0 will be
fixed in the remainder of the paper. Denote by Π (x0, N) the set of paths
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ξ = (x0, ..., xN) starting from the given initial state x0. Fix some function
ψN(ω, x) in ΨN and for each path ξ = (x0, ..., xN) ∈ Π (x0, N), define

F (ξ) = E lnψN (ω, xN(ω)) . (19)

The main result of this paper is as follows.
Theorem 1. There exists a path ξ̄ = (x̄0, x̄1, ..., x̄N) in Π (x0, N) that

maximizes the functional F (ξ) over all paths ξ = (x0, ..., xN) ∈ Π (x0, N).
This path is rapid.

Let us say that a path is log-optimal if it maximizes a functional of the
form (19) with some ψN ∈ ΨN . Theorem 1 shows that any log-optimal path
is rapid and thus provides an efficient method for constructing rapid paths
over a finite time horizon.

3 General properties of rapid paths

The first result of this section provides several equivalent definitions of a
rapid path.

Fix some t ≥ 1, pt ∈ Pmt−1

t , pt+1 ∈ Pmt
t+1 and (xt−1, xt) ∈ Zt satisfying for

almost all ω

pt(ω) ∈ X∗t−1(ω), pt+1(ω) ∈ X∗t (ω) and ptxt−1 = pt+1xt = 1. (20)

For any pairs (x, y) of functions in Lmt−1

t × Lmt
t such that (x(ω), y(ω)) ∈

Zt(ω) (a.s.), consider the following four assertions.
(I) If ptx > 0 (a.s.), then

E (pt+1y/ptx) ≤ 1. (21)

(II) If ptx > 0 (a.s.), then

E ln (pt+1y/ptx) ≤ 0. (22)

(This expectation may be a non-positive real number or −∞; the function
ln r is defined as −∞ for r = 0.)

(III) The inequality
Ept+1y ≤ Eptx (23)

holds.
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(IV) With probability one, we have

E (pt+1(ω) | Ft) b ≤ pt(ω)a (24)

for all (a, b) ∈ Zt(ω).
Observe that the inequalities in (21) - (23) hold as equalities if (x, y) =

(xt−1, xt).
Proposition 1. All assertions (I) - (IV) are equivalent.
Proof. (I)⇒(II). Let (x, y) ∈ Lmt−1

t × Lmt
t such that (x(ω), y(ω)) ∈

Zt(ω) (a.s.). By applying Jensen’s inequality to the concave function ln r,
r ≥ 0, and to the integrable non-negative random variable pt+1y/ptx, we find
E ln (pt+1y/ptx) ≤ lnE (pt+1y/ptx) ≤ 0, which yields (22).

(II)⇒(III). For any θ > 0, we have (xt−1 + θx, xt + θy) ∈ Lmt−1

t ×Lmt
t and

(xt−1(ω) + θx(ω), xt(ω) + θy(ω)) ∈ Zt(ω) (a.s.) because Zt(ω) is a convex
cone. By (20) and (22),

E ln [(1 + θpt+1y) / (1 + θptx)] = E ln [pt+1 (xt + θy) /pt (xt−1 + θx)] ≤ 0.

Consequently, θ−1E ln (1 + θpt+1y) ≤ θ−1E ln (1 + θptx). In the limit as θ →
0, we arrive at (23).

(III)⇒(IV). By virtue of the measurable selection theorem (see, e.g., [1],
Appendix I), there exists a sequence ((xn(ω), yn(ω)), n = 1, 2, ..., of mea-
surable vector functions such that (xn, yn) ∈ Lmt−1

t × Lmt
t and for all ω the

sequence ((xn(ω), yn(ω)) forms a dense subset of Zt(ω). By applying (23) to
(xn, yn) for every n, we obtain Ept+1yn ≤ Eptxn. Since Zt(ω) is a cone, this
inequality also holds if we replace (xn, yn) by χΓ(xn, yn), where Γ is any set
in Ft. Then for all (xn, yn), with probability one we obtain

E (pt+1 | Ft) yn ≤ ptxn (25)

Let (a, b) ∈ Zt(ω). Since the sequence ((xn(ω), yn(ω)) is dense in Zt(ω), it
has a subsequence (xn′(ω), yn′(ω)) converging to (a, b) and satisfying with
probability one

E (pt+1 | Ft) yn′ ≤ ptxn′ (26)

for each n′ = 1, 2, .... By passing to the limit in (26) as n′ → ∞ we obtain
(24) with probability one.

(IV)⇒(I). By applying (24) to any pairs (x, y) of functions in Lmt−1

t ×Lmt
t

such that (x(ω), y(ω)) ∈ Zt(ω) (a.s.) we have

9



E (pt+1 | Ft) y ≤ ptx (a.s.).

If ptx > 0 (a.s.), we can divide both sides of the above inequality by ptx and
obtain

E ((pt+1y/ptx) | Ft) ≤ 1 (a.s.)

(since ptx and y are Ft-measurable), which implies (21).
The proof is complete.
Proposition 2. Replacing (8) by any of the inequalities E (pt+1y/ptx) ≤

1, E ln (pt+1y/ptx) ≤ 0 or Ept+1y ≤ Eptx for any pairs (x, y) of functions in
Lmt−1

t × Lmt
t such that (x(ω), y(ω)) ∈ Zt(ω) (a.s.), we obtain an equivalent

definition of a rapid trajectory.
When writing the inequalities E (pt+1y/ptx) ≤ 1 and E ln (pt+1y/ptx) ≤

0, we assume that the scalar product ptx is strictly positive. This assumption
is not needed when dealing with the inequality Ept+1y ≤ Eptx.

Proof of Proposition 2. The assertion is a direct consequence of Proposi-
tion 1.

Proposition 3. Let p1, p2, ..., pN+1 be a dual path. For any path y0, y1, ...,yN ,
the random sequence (pt+1yt)

N
t=0 is a supermartingale with respect to the fil-

tration F1 ⊆ F2 ⊆ ... ⊆ FN+1 and the random sequence (p̄t+1yt)
N
t=0 is a

supermartingale with respect to the filtration F0 ⊆ F1 ⊆ ... ⊆ FN .
Proof. This is immediate from the relations:

Etpt+1yt = p̄t+1yt ≤ ptyt−1 (a.s.), t = 1, ..., N,

and
Et−1p̄t+1yt ≤ Et−1ptyt−1 = p̄tyt−1 (a.s.), t = 1, ..., N,

following from (8).
Proposition 4. A path (xt)

N
t=0 is rapid if and only if there exists a

sequence (lt)
N+1
t=1 of random vectors such that

lt+1 ∈ X∗t (ω), E |ln (lt+1xt)| <∞, lt+1/lt+1xt ∈ Pmt
t+1 (27)

for all t = 0, 1, ..., N , and

E ln (lt+1y/ltx) ≤ E ln (lt+1xt/ltxt−1) (28)

for any t = 1, 2, ..., N and for any pairs (x, y) of functions in Lmt−1

t × Lmt
t

such that (x(ω), y(ω)) ∈ Zt(ω) (a.s.) with ltx > 0.

10



This proposition characterizes rapid trajectories as those maximizing the
expectation of the logarithm of the growth rate. It is important to note that
the sequence of random vectors lt involved in this characterization does not
necessarily satisfy the normalization condition lt+1xt = 1 (a.s.). This is in
contrast with the original definition of a rapid path, dealing with the max-
imization of the expectation of the growth rate, where the above-mentioned
normalization condition is required.

Proof of Proposition 4. If the trajectory (xt)
N
t=0 is rapid, then we can

set lt = pt, where (p)N+1
t=1 is a dual path supporting (xt)

N
t=0. The conditions

contained in (27) hold since pt+1 ∈ X∗t (ω), pt+1xt = 1 and pt+1 ∈ Pmt
t+1 for any

t = 0, 1, ..., N . Relation (28) turns into the inequality E ln (pt+1y/ptx) ≤ 0,
which is true by virtue of Proposition 2.

Conversely, suppose conditions (27) and (28) are fulfilled. Put pt+1 =
lt+1/lt+1xt (t = 0, 1, ..., N). Note that lt+1xt > 0 (a.s.) becauseE| ln(lt+1xt)| <
∞. Then for any t = 0, 1, ..., N , we have pt+1 ∈ X∗t (ω), pt+1 ∈ Pmt

t+1 and
pt+1xt = 1. Since E |ln (lt+1xt/ltxt−1)| <∞, it follows from (28) that

E [ln (lt+1y/ltx)− ln (lt+1xt/ltxt−1)] ≤ 0,

which implies E ln (pt+1y/ptx) ≤ 0. This yields (8) by virtue of the implica-
tion (II)⇒(IV) proved in Proposition 1.

The proposition is proved.

4 Auxiliary results

Before proving Theorem 1 we establish several lemmas.
Lemma 1. The functional F (ξ) attains its maximum over the set Π (x0, N)

of paths (x0, ..., xN).
Proof. Let us regard the class Π (x0, N) of paths as a subset of the space

L := Lm0
0

⊕
Lm1

1

⊕
...
⊕
LmN
N . The subset Π (x0, N) is bounded in L by

virtue of (A3). Furthermore, Π (x0, N) is convex and closed in L with re-
spect to a.s. convergence because the cones Zt (ω) and Xt(ω) are convex
and closed for each ω. The functional F (ξ) = EψN (ω, xN (ω)), defined for
ξ = (x0, ..., xN) ∈ Π (x0, N), is concave (which follows from the concavity
of ψN (ω, ·)) and upper semicontinuous with respect to a.s. convergence by
virtue of condition (ψ.4) and Fatou’s lemma. This is sufficient to conclude
that F achieves a maximum on Π (x0, N); see, e.g., [1], Appendix III, Theo-
rem 5.
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The lemma is proved.
Define:

Ut := {ut ∈ Lmt−1

t : ut(ω) ∈ Xt−1(ω) (a.s.)}, t = 1, 2, ..., N + 1; (29)

Vt := {vt ∈ Lmt
t : vt(ω) ∈ Xt(ω) (a.s.)} [= Xt], t = 0, 1, ..., N ; (30)

Wt := {(ut, vt) ∈ Ut × Vt : (ut (ω) , vt (ω)) ∈ Zt (ω) (a.s.), t = 1, ..., N, (31)

and denote by W the set of sequences

ζ = (v0, u1, v1, ..., uN , vN , uN+1) (32)

with v0 = x0 such that
vt ∈ Vt, t = 0, ..., N, (33)

ut ∈ Ut, t = 1, 2, ..., N + 1, (34)

(ut, vt) ∈ Wt , t = 1, ..., N, (35)

and
E lnψN (ω, uN+1(ω)) > −∞. (36)

Observe that the set Ut, as well as Xt−1, consists of random vectors ut(ω)
whose values belong to Xt−1(ω) (a.s.), but these random vectors are measur-
able with respect to Ft rather than Ft−1, so that Ut ⊃ Xt−1 = Vt−1. Also,
note that we defined FN+1 as FN , therefore UN+1 = XN = VN .

Lemma 2. For every u ∈ Ut, there exists v ∈ Vt such that (u, v) ∈ Wt.
Proof. Consider some u ∈ Ut. Since u(ω) ∈ Xt−1(ω) (a.s.), we can

change u(ω) on a set of measure zero and obtain an Ft-measurable vector
function u′(ω) such that u′(ω) = u(ω) (a.s.) and u′(ω) ∈ Xt−1(ω) for all
ω. It follows from (A2) that for each ω, there exists b ∈ Xt(ω) for which
(u′(ω), b) ∈ Zt(ω). Therefore we can apply the measurable selection theorem
and construct an Ft-measurable vector v(ω) such that (u(ω), v(ω)) ∈ Zt(ω)
(a.s.). It follows from (A3) that v(ω) is essentially bounded. Consequently,
v ∈ Vt, (u′, v) ∈ Wt, and therefore (u, v) ∈ Wt. The proof is complete.

Lemma 3. Let ζ = (v0, u1, v1, ..., uN , vN , uN+1) be a sequence in W
satisfying

vt−1 − ut ∈ Ut , t = 1, ..., N + 1. (37)

Then there is a path (y0, ..., yN) such that y0 = v0 and

yt − vt ∈ Xt, t = 0, 1, ..., N.

12



Proof. Let us proceed by induction. Put y0 = v0. Suppose we have
constructed y0, y1, ..., yn (0 ≤ n < N) satisfying

(yt−1, yt) ∈ Zt, 1 ≤ t ≤ n; (38)

yt − vt ∈ Xt, 0 ≤ t ≤ n. (39)

(In the case of n = 0, the constraint in (38) is absent.) Let us construct
yn+1 for which the inclusions in (38) and (39) hold for t = n + 1. Define
gn+1 := yn − un+1. By virtue of (39), we have yn − vn ∈ Xn ⊆ Un+1. From
(37) we get vn − un+1 ∈ Un+1. Therefore

gn+1 = yn − un+1 = (yn − vn) + (vn − un+1) ∈ Un+1.

By applying Lemma 2, we construct hn+1 ∈ Vn+1 such that (gn+1, hn+1) ∈
Wn+1.

Put yn+1 := vn+1 + hn+1. We have (un+1, vn+1) ∈ Wn+1, (gn+1, hn+1) ∈
Wn+1, and so

(yn, yn+1) = (un+1, vn+1) + (gn+1, hn+1) ∈ Wn+1.

Since yn is Fn-measurable, this means that (yn, yn+1) ∈ Zn+1, i.e., (38) holds
for t = n+ 1. Furthermore

yn+1 − vn+1 = hn+1 ∈ Vn+1 = Xn+1,

which gives (39) for t = n+1. Arguing by induction, we construct the desired
path y0, ..., yN .

The lemma is proved.
Lemma 4. There exists a sequence ζ̊ = (̊v0, ů1, v̊1, ..., ůN , v̊N , ůN+1) ∈ W

such that v̊0 = x0,

v̊t−1 − ůt ∈ intUt , t = 1, ..., N + 1, (40)

and ůN+1 ∈intXN . Furthermore, there exists a path ξ̊ = (̊x0, x̊1, ..., x̊N) ∈
Π (x0, N) for which x̊t ∈intXt, 1 ≤ t ≤ N .

Here we denote by int Ut the interior of the set Ut in the topology of the
space Lmt−1

t . Clearly, a vector function u ∈ Lmt−1

t belongs to intUt if and
only if there exists a constant ε > 0 such that B(u(ω), ε) ∈ Xt−1(ω) (a.s.).

13



Proof. Let us argue by induction. Put v̊0 = x0. Suppose we have con-
structed random vectors v̊t ∈ Vt, t = 0, ..., n (0 ≤ n ≤ N − 1) such that

v̊t ∈ intUt+1, t = 0, ..., n; (41)

and for some ůt ∈ Ut, t = 1, ..., n, we have

(̊ut, v̊t) ∈ Wt, v̊t−1 − ůt ∈ intUt, t = 1, ..., n. (42)

(For n = 0, condition (42) does not make sense and is omitted.) Let us
construct v̊n+1 ∈ Vn+1 and ůn+1 ∈ Un+1 for which the inclusions in (41) and
(42) would hold with t = n+ 1.

Consider the pair of random vectors (̊xn+1(ω), ẙn+1(ω)) described in (A4).
Since x̊n+1 ∈ Un+1 and v̊n ∈intUn+1, there exists a sufficiently small num-
ber λ > 0, for which v̊n − λx̊n+1 ∈intUn+1. Indeed, if v̊n ∈intUn+1, then
B(̊vn(ω), δ) ⊆ Xn(ω) (a.s.) for some δ > 0. By setting λ = δ/2H, where H
is a constant satisfying |̊xn+1| ≤ H (a.s.), we obtain that

B(̊vn(ω)− λx̊n+1(ω), δ/2) ⊆ B(̊vn(ω), δ) ⊆ Xn(ω) (a.s.),

i.e. v̊n − λx̊n+1 ∈intUn+1. By defining v̊n+1 := λẙn+1 and ůn+1 = λx̊n+1, we
obtain (41) and (42) for t = n+ 1.

By applying the above induction argument, we construct a sequence
v̊0, ů1, v̊1, ..., ůN , v̊N satisfying (41) and (42) with n = N . It remains to define
ůN+1 := v̊N/2. Then ůN+1 ∈intXN and so E lnψN+1 (ω, ůN+1(ω)) > −∞,
see Remark 2. Thus (̊v0, ů1, v̊1, ..., ůN , v̊N , ůN+1) ∈ W .

By virtue of Lemma 3 there exists a path (̊x0, x̊1, ..., x̊N) ∈ Π (x0, N) for
which x̊0 = x0 and x̊t − v̊t ∈ Xt, t = 0, 1, ..., N . Since v̊t−1 − ůt ∈int Ut (t =
1, ..., N + 1) and ůt ∈ Ut, we have v̊t−1 ∈int Ut, and so v̊t−1 ∈intXt−1. Thus

x̊t − v̊t ∈ Xt, v̊t ∈ intXt, t = 0, 1, ..., N,

which yields x̊t = ( x̊t − v̊t) + v̊t ∈intXt for t = 0, 1, ..., N .
The proof is complete.
For each sequence ζ = (v0, u1, v1, ..., uN , vN , uN+1) ∈ W define

G (ζ) = E lnψN (ω, uN+1(ω))

and
h (ζ) := (v0 − u1, ..., vN − uN+1).

14



The mapping h acts from the set W into the linear space

Y := Lm0
1 × Lm1

2 × ...× L
mN
N+1.

Put
U := U1 × U2 × ...× UN+1.

We will show that the path ξ̄ constructed in Lemma 1 is rapid by analyzing
the following stochastic optimization problem:

(P) Maximize the functional G (ζ) over the set of sequences

ζ = (v0, u1, v1, ..., uN , vN , uN+1) ∈ W

satisfying
h(ζ) ∈ U . (43)

The following lemma shows that the path ξ̄ generates a solution to this
problem.

Lemma 5. Let ξ̄ = (x̄0, x̄1, ..., x̄N) be a path maximizing the functional
F (ξ) = E lnψN (ω, xN(ω)) over the set Π (x0, N) of paths ξ = (x0, x1, ..., xN).
Then the sequence ζ̄ = (x̄0, x̄0, x̄1, x̄1, ..., x̄N−1, x̄N , x̄N) ∈ W is a solution to
the optimization problem ( P), and F (ξ̄) = G(ζ̄).

Proof. First of all, ζ̄ ∈ W since (x̄t−1, x̄t) ∈ Zt for t = 1, 2, ..., N and

G(ζ̄) = F (ξ̄) = E lnψN (ω, x̄N(ω)) ≥ F (ξ̊) = E lnψN(ω, x̊N(ω)) > −∞

(see Lemma 4 and (16)). Furthermore, h
(
ζ̄
)

= 0 ∈ U , so that the constraint
(43) is satisfied. Consider any sequence ζ = (v0, u1, v1, ..., uN , vN , uN+1) inW
for which h (ζ) ∈ U , i.e. constraints (37) hold. By virtue of Lemma 3, there
is a path η = (y0, ..., yN) such that y0 = x0 and yt − vt ∈ Xt, t = 0, 1, ..., N .
For this path, yN − vN ∈ XN , and so

yN − uN+1 ∈ XN (44)

because vN − uN+1 ∈ XN . Using the monotonicity of ψN(ω, ·) (see (15)), we
obtain

G(ζ) = EψN(ω, uN+1(ω)) ≤ EψN(ω, yN(ω)) = F (η) ≤ F (ξ̄) = G(ζ̄),

which proves the lemma.
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5 Existence of rapid paths

Proof of Theorem 1. The existence of the path ξ̄ = (x̄0, x̄1, ..., x̄N) maximizing
the functional (19) was established in Lemma 1. To show that ξ̄ is rapid we
will apply to the optimization problem (P) a general version of the Kuhn-
Tucker theorem established, e.g., in [20], Theorem 5.3.1. The setW is convex.
The set U is a convex cone. The mapping g is linear. The functional G (ζ),
ζ ∈ W , is concave and takes on real values. Thus, in order to justify the use
of the Kuhn-Tucker theorem we have to check Slater’s condition:

(S) There is an element ζ̊ ∈ W such that g(ζ̊) belongs to the interior intU
of the cone U in the topology of the space Y .

This condition holds because the sequence ζ̊ ∈ W constructed in Lemma
4 possesses the properties listed in (S): relations (42) mean that g(ζ̊) ∈intU .

By the Kuhn-Tucker theorem applied to problem (P), there exists a con-
tinuous linear functional π on the space Y such that 〈π, y〉 ≥ 0 for y ∈ U
and

G (ζ) + 〈π, h (ζ)〉 ≤ G
(
ζ̄
)

for any ζ ∈ W . The functional π can be represented in the form π =
(π1, ..., πN+1), where πt is a continuous linear functional on the space Lmt−1

t =
L∞(Ω,Ft, P,Rmt−1) such that πt ∈ (Ut)∗, i.e.,

〈πt, ut〉 ≥ 0 for ut ∈ Ut (t = 1, ..., N + 1). (45)

Thus we have

E lnψN (ω, uN+1(ω)) +
N+1∑
t=1

〈πt, vt−1 − ut〉

≤ E lnψN (ω, x̄N(ω)) [= G(ζ̄) = F (ξ̄)]. (46)

for any ζ = (v0, u1, v1, ..., uN , vN , uN+1) ∈ W .
By virtue of the Yosida-Hewitt theorem [43], each of the functionals πt

can be decomposed into the sum πt = πat + πst of two functionals πat , π
s
t ∈

(Lmt−1

t )
∗
, where πat is absolutely continuous and πst is singular. According

to the definitions of πat and πst , there is a vector function pt ∈ Pmt−1

t =
L1(Ω,Ft, P,Rmt−1) such that

〈πat , y〉 = Epty, y ∈ Lmt−1

t , (47)
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and there exist sets Γ1
t ⊇ Γ2

t ⊇ ... in Ft for which P
(
Γkt
)
→ 0 as k →∞ and〈

πst , yχΓk
t

〉
= 〈πst , y〉 , y ∈ L

mt−1

t , (48)

where χΓk
t

is the indicator function of the set Γkt .
Observe that relation (45) remains valid if we replace πt by πat . Indeed,

the inclusion ut ∈ Ut means that ut ∈ Lmt−1

t and ut(ω) ∈ Xt−1(ω) (a.s.).
This implies utχ∆k

t
∈ Lmt−1

t and ut(ω)χ∆k
t
(ω) ∈ Xt−1(ω) (a.s.), where ∆k

t :=

Ω \ Γkt . Consequently, we have

0 ≤
〈
πt, utχ∆k

t

〉
=
〈
πat , utχ∆k

t

〉
+
〈
πst , utχ∆k

t

〉
=
〈
πat , utχ∆k

t

〉
, (49)

where
〈
πat , utχ∆k

t

〉
→ 〈πat , ut〉. By passing to the limit in (49), we obtain

that
Eptut = 〈πat , ut〉 ≥ 0, ut ∈ Ut. (50)

Since Ut consists of those functions ut ∈ Lmt−1

t for which ut(ω) ∈ Xt−1(ω)
(a.s.), inequality (50) implies pt(ω) ∈ X∗t−1(ω) (a.s.), t = 1, 2, ..., N + 1, i.e.
condition (7) holds.

Furthermore, if (45) holds, then

〈πst , ut〉 ≥ 0 for ut ∈ Ut (t = 1, ..., N + 1). (51)

Indeed, by virtue of (48) we have

0 ≤
〈
πt, utχΓk

t

〉
=
〈
πat , utχΓk

t

〉
+
〈
πst , utχΓk

t

〉
=
〈
πat , utχΓk

t

〉
+ 〈πst , ut〉 ,

and so
〈πst , ut〉 ≥ −

〈
πat , utχΓk

t

〉
→ 0,

which proves (51).
Let us show that relation (46) remains valid if we replace πt by πat . We will

prove this by way of induction. Fix some ζ = (v0, u1, v1, ..., uN , vN , uN+1) ∈
W and consider the inequality

E lnψN (ω, uN+1(ω)) +
N+1∑
t=1

〈πat , vt−1 − ut〉
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+
M∑
t=1

〈πst , vt−1 − ut〉 ≤ E lnψN (ω, x̄N(ω)) (52)

where M ∈ {0, ..., N + 1}. If M = 0, then the second sum in (52) is formally
defined as 0. For M = N + 1, relation (52) is equivalent to (46). Suppose
inequality (52) is true for some M ∈ {1, ..., N + 1}. Let us show that this
inequality is true for M − 1.

Since P
(
ΓkM
)
→ 0 as k → ∞, we can find a sequence of real numbers

εk ∈ (0, 1) such that εk → 0 and

P
(
ΓkM
)

ln εk → 0 (53)

(e.g., we can define εk := exp(−µ−1/2
k )). Put

∆k
M =: Ω \ ΓkM ; γkM (ω) := εkχΓk

M
(ω) + χ∆k

M
(ω) ;

(ukt , v
k
t ) := γkM(ut, vt), M ≤ t ≤ N, uN+1 := γkMuN+1;

vk0 =: v0, (ukt , v
k
t ) := (ut, vt), 1 ≤ t < M ;

and
ζk := (vk0 , u

k
1, v

k
1 , ..., u

k
N , v

k
N , u

k
N+1) (k = 1, 2, ...).

We can see that (
ukt (ω) , vkt (ω)

)
∈ Zt (ω) (a.s.),

and so (ukt , v
k
t ) ∈ Wt. Furthermore,

vk0 = v0 = x0, u
k
N+1 = γkMuN+1 ∈ UN+1 = XN = VN ,

and
E lnψN

(
ω, ukN+1(ω)

)
= E ln γkM(ω) + E lnψN (ω, uN+1(ω))

= P
(
ΓkM
)

ln εk + E lnψN (ω, uN+1(ω)) , (54)

therefore E lnψN
(
ω, ukN+1(ω)

)
> −∞. Consequently, the sequence ζk be-

longs to W , and we can apply inequality (52) to this sequence.
This yields

E lnψN
(
ω, ukN+1(ω)

)
+

N+1∑
t=1

〈
πat , v

k
t−1 − ukt

〉
+

M−1∑
t=0

〈πst , vt−1 − ut〉+

〈
πsM , vM−1 − ukM

〉
≤ E lnψN (ω, x̄N(ω)) . (55)
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Here, the vectors ukt , v
k
t are uniformly bounded, and we have ukt → ut, v

k
t → vt

(a.s.). Consequently,〈
πat , v

k
t−1 − ukt

〉
= Ept

(
vkt−1 − ukt

)
→ Ept (vt−1 − ut)

for each t. By virtue of (54) and (53), E lnψN
(
ω, ukN(ω)

)
→ E lnψN (ω, uN(ω)).

Furthermore,〈
πsM , vM−1 − ukM

〉
≥ −

〈
πsM , u

k
M

〉
= −

〈
πsM , χΓk

M
ukM

〉
= −εk 〈πsM , uM〉 → 0,

where the inequality in this chain of relations follows from (51) because
vM−1 ∈ VM−1 ⊆ UM . Thus, by passing to the limit in (55), we conclude
that inequality (52) remains true if we replace M by M − 1.

We have constructed a sequence of functions pt ∈ Pt, t = 1, ..., N + 1,
such that

E lnψN (ω, uN+1(ω)) +
N+1∑
t=1

Ept(vt−1 − ut)

≤ E lnψN (ω, x̄N(ω)) [= G(ζ̄) = F (ξ̄)] (56)

for any ζ = (v0, u1, v1, ..., uN , vN , uN+1) ∈ W . Let us show that (p1, ..., pN+1)
is a dual path supporting the path ξ̄. We can write the sum in (56) as

N+1∑
t=1

Ept(vt−1 − ut) = −EpN+1uN+1 +
N∑
t=1

E (pt+1vt − ptut) + Ep1v0,

where Ep1v0 = Ep1x0 = Ep1x̄0, and since

−EpN+1x̄N +
N∑
t=1

E (pt+1x̄t − ptx̄t−1) + Ep1x̄0 = 0,

we can see that inequality (56) implies

E lnψN (ω, uN+1(ω))− EpN+1uN+1 +
N∑
t=1

E (ptvt−1 − ptut) + Ep1x0

≤ E lnψN (ω, x̄N(ω))− EpN+1x̄N +
N∑
t=1

E (pt+1x̄t − ptx̄t−1) + Ep1x0.

19



In turn, this yields

E (pt+1vt − ptut) ≤ E (pt+1x̄t − ptx̄t−1) , (ut, vt) ∈ Wt, t = 1, ..., N, (57)

and

E lnψN (u)− EpN+1u ≤ E lnψN (x̄N)− EpN+1x̄N , u ∈ UN+1 = XN . (58)

Recall thatWt consists of (ut, vt) ∈ Lmt−1

t ×Lmt
t for which (ut(ω), vt(ω)) ∈

Zt(ω) (a.s.). The set Zt (ω) is a cone, consequently, inequality (57) will remain
valid if we multiply (ut, vt) by any positive constant. This and the fact that
(x̄t−1 (ω) , x̄t (ω)) ∈ Zt (ω) (a.s.), yields

Ept+1vt − Eptut ≤ 0 = Ept+1x̄t − Eptx̄t−1, t = 1, ..., N, (59)

for all pairs (ut, vt) of functions in Lmt−1

t × Lmt
t such that (ut (ω) , vt (ω)) ∈

Zt (ω) (a.s.). By virtue of Proposition 2, this means that (p1, ..., pN+1) is a
dual path.

It remains to prove that the dual path we have constructed supports the
path ξ̄. To this end let us show, by using (58), that pN+1x̄N = 1 (a.s.). Put

γ := pN+1x̄N , δk := [γ + k−1]−1, uk := δkx̄N .

The random variable γ is a.s. non-negative, FN -measurable (because FN =
FN+1) and integrable because pN+1 is integrable and x̄N is essentially bounded.
The random variable δk is FN -measurable and satisfies 0 ≤ δk ≤ k (a.s.).
Consequently, uk(ω) ∈ XN(ω) (a.s.), and we can apply inequality (58) to
u = uk. We have

E lnψN
(
uk
)
− EpN+1u

k = E ln δk + E lnψN (x̄N)− Eδkγ.

Since −∞ < E lnψN (x̄N) < +∞, it follows from this equality and (58) that

E ln δk ≤ Eδkγ − Eγ.

We have 0 ≤ δkγ = γ[γ + k−1]−1 ≤ 1 (a.s.), and so limEδkγ = 1. By using
Fatou’s lemma, we obtain

−E ln γ = E lim inf ln δk ≤ lim inf E ln δk ≤ 1− Eγ.

The use of Fatou’s lemma is justified because

ln δk = − ln(γ + k−1) ≥ − ln(γ + 1) ≥ −γ,

20



where γ is integrable. Thus we obtain −E ln γ ≤ 1 − Eγ, or equivalently,
E(γ − 1 − ln γ) ≤ 0. At the same time, we always have γ − 1 − ln γ ≥ 0.
Therefore pN+1x̄N = γ = 1 (a.s.).

By virtue of the equality in (59), we have

Ep1x̄0 = Ep2x̄1 = ... = EpN+1x̄N . (60)

We can replace in (59) (ut, vt) by χΓ (ut, vt), where Γ is any set in Ft. This
yields

E(pt+1vt |Ft)− ptut ≤ 0 (a.s.) (61)

for all (ut, vt) ∈ Lmt−1

t × Lmt
t such that (ut (ω) , vt (ω)) ∈ Zt (ω) (a.s.). By

using (61) and (60), we obtain E (pt+1x̄t|Ft) = ptx̄t−1, t = 1, ..., N . Since
pN+1x̄N = 1, we conclude that pN+1x̄N = pN x̄N−1 = ... = p1x̄0 = 1.

Theorem 1 is proved.
In the course of the above proof, we used a procedure for deriving neces-

sary conditions for an extremum based on the Yosida-Hewitt theorem [43].
Apparently the first who applied such methods in optimization (in the con-
text of continuous-time optimal control) were Dubovitskii and Milyutin [8].
Analogous techniques were used in the analysis of discrete-time stochastic
models of economic dynamics and related problems of stochastic program-
ming by Radner [35, 36], Evstigneev [12, 13, 14], and others. For a com-
prehensive review of early literature in the field see the book by Arkin and
Evstigneev [1]. In that strand of literature, the results are typically formu-
lated in terms of Lagrange/Kuhn-Tucker multipliers (shadow prices), with-
out explicitly invoking the considerations of duality. Foundations of convex
duality theory for discrete-time stochastic dynamic optimization problems
were laid in the seminal work of Rockafellar and Wets [38], [39], [40], [41].
For recent developments in the field see Pennanen [25], [26], [27], [28], [29],
Pennanen and Perkkiö [30], and references therein. Related questions in
continuous-time models were considered by Czichowsky and Schachermayer
[4], [5], Czichowsky et al. [6], and others.

6 A financial market model

In this section we give an example of a model for a financial market with
transaction costs and portfolio constraints that can be included in the frame-
work of von Neumann-Gale dynamical systems. We provide conditions that
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guarantee the validity of assumptions (A1)-(A4) introduced above, which
makes it possible to apply in this context the results of the present paper.
As regards the aspect of growth-optimal investments, the model under con-
sideration extends the one studied in Bahsoun et al. [3]. In the latter,
portfolio constraints are specified by the cones Xt = Rn

+, i.e., short-selling
is not allowed. Here, short sales are permitted, but are subject to certain
constraints—margin requirements (see below). In this paper, we only briefly
discuss the financial aspects, referring the reader for details to [3].

We consider a market where m assets are traded at dates t = 1, 2, . . . , N .
Random vectors a(ω) ∈ Rm are interpreted as (contingent) portfolios of as-
sets. Positions ai(ω) of the portfolio a(ω) = (a1(ω), ..., am(ω)) ∈ Rm are mea-
sured in terms of their values in the market prices. For each t = 0, 1, . . . , N
and i = 1, . . . ,m the following Ft-measurable random variables are given:
asset prices St,i(ω) > 0 and transaction cost rates for selling and buying as-
sets 0 ≤ λ+

t,i(ω) < 1, λ−t,i(ω) ≥ 0. We denote by Rt,i = St,i/St−1,i the (gross)
return on asset i at time t. We omit ω in the notation where it does not lead
to ambiguity.

The portfolio constraints in the model are specified by the cones

Xt(ω) =

{
a ∈ Rm :

m∑
i=1

(1− λ+
t,i(ω))ai+ ≥ µt

m∑
i=1

(1 + λ−t,i(ω))ai−

}
, (62)

where µt > 1 are constants (independent of ω). The inequalities in (62)
express margin requirements : for an admissible portfolio, the total value of
its long positions must cover a margin µt (in the U.S. equity markets µt = 1.5)
times the total value its short positions. These values are computed taking
into account transaction costs for buying and selling assets.

Trading in the market proceeds as follows. At each date t = 1, 2, . . . , N a
trader can rebalance her portfolio a(ω) ∈ Xt−1(ω) purchased at the previous
date t − 1 to a new portfolio b(ω) ∈ Xt(ω). The possibilities of rebalancing
are specified by the inequality ψt(ω, a, b) ≥ 0, where

ψt(a, b) =
m∑
i=1

(1− λ+
t,i)(Rt,ia

i − bi)+ −
m∑
i=1

(1 + λ−t,i)(Rt,ia
i − bi)−.

The first sum represents the amount of money the trader receives for selling
assets, the second sum is the amount of money she pays for buying assets,
including transaction costs. The inequality ψt(a, b) ≥ 0 means that the
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trader does not use external funds to rearrange her portfolio, and so it can
be regarded as a self-financing condition.

Define

Zt(ω) = {(a, b) ∈ Xt−1(ω)×Xt(ω) : ψt(ω, a, b) ≥ 0} . (63)

Observe that Zt(ω) is a cone. Clearly it contains with any vector (a, b) all
vectors λ(a, b), where λ ≥ 0. Also it is convex, since the function ψt(a, b) is
concave, which follows from the representation

ψt(a, b) =
m∑
i=1

[(1− λ+
t,i)(Rt,ia

i − bi)]−
m∑
i=1

[(λ−t,i + λ+
t,i)(Rt,ia

i − bi)−],

where the first sum is a linear function of (a, b) and the second sum is a
convex function of (a, b).

The model of a financial market we deal with corresponds to the von
Neumann-Gale dynamical system with the cones Xt(ω) specified by (62) and
the cones Zt(ω) given by 63. Paths in this dynamical system are self-financing
trading strategies. Rapid paths generalize benchmark strategies [31, 32] and
numeraire portfolios [21].

We provide conditions that guarantee that the present model satisfies
conditions (A1)-(A4), and so Theorem 1 is valid for it. Define Λ+

t,i(ω) =
1− λ+

t,i and Λ−t,i(ω) = 1 + λ−t,i. Let us introduce the following conditions.

(B1) For each t, there exist constants Rt, Rt, Λt, Λt such that 0 < Rt ≤
Rt,i(ω) ≤ Rt, 0 < Λt ≤ Λ+

t,i(ω), Λ−t,i(ω) ≤ Λt for all i, ω.
(B2) For each t, we have µt > νt where

νt := max{(Λt+1Rt+1)/(Λt+1Rt+1); Λt/Λt}.

Proposition 9. Let conditions (B1) and (B2) hold. Then the cones
Xt(ω) satisfy condition (A1) and the cones Zt(ω) satisfy conditions (A2)-
(A4).

To prove Proposition 9 we need the following auxiliary result.
Lemma 1. Let conditions (B1) and (B2) hold. Then
(a) For each t there exists a constant C1

t > 0 such that for every a ∈
Xt(ω) the inequality |a+| − νt|a−| ≥ C1

t |a| holds.
(b) For each t there exists a constant C2

t such that if a ∈ Xt−1(ω),
b ∈ Xt(ω) and |b| ≤ C2

t |a|, then (a, b) ∈ Zt(ω).
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Proof . (a) By virtue of (62), we have Xt(ω) ⊆ X̃t = {a ∈ Rm : µt|a−| ≤
|a+|}, where X̃t ∩ (−X̃t) = {0} since µt > 1. Observe that the continuous
function ht(a) = |a+| − νt|a−| is strictly positive on the compact set X̂t :=
X̃t ∩ {a : |a| = 1}. Indeed, since ht(a) ≥ (µt − νt)|a−| on X̃t, the equality
ht(a) = 0 would imply |a−| = 0, and hence |a+| = ht(a) = 0, so that |a| = 0.
Then ht(a) attains a strictly positive minimum on X̂t, which can be taken as
C1
t .

(b) Let b ∈ Xt(ω). It is straightforward to check that for any numbers
x, y we have (x− y)+ ≥ x+− y+ and (x− y)− ≤ x−+ y+. Using this, for any
a ∈ Xt−1(ω) we obtain

ψt(a, b) ≥
∑
i

(Λ+
t,iRt,ia

i
+ − Λ−t,iRt,ia

i
−)−

∑
i

(Λ+
t,i + Λ−t,i)b

i
+

≥ ΛtRt|a+| − ΛtRt|a−| − 2Λt|b+| ≥ ΛtRt(|a+| − νt−1|a−|)− 2Λt|b|
≥ C1

t−1ΛtRt|a| − 2Λt|b|.
Assertion (b) will be valid for the constant C2

t := C1
t−1ΛtRt/(2Λt), since if

|b| ≤ C2
t |a|, then ψt(a, b) ≥ 0, implying (a, b) ∈ Zt.

The proof is complete.
Proof of Proposition 9. Let us check (A1). Consider the non-random

cone X̃t := {a ∈ Rm : µt|a−| ≤ |a+|}, so that Xt(ω) ⊆ X̃t. Put qt = e,
where e = (1, ..., 1) ∈ Rm. We can see that qt ∈ X∗t (ω) since for any a =
(a1, ..., am) ∈ Xt(ω), we have

qta =
m∑
i=1

ai = |a+| − |a−| ≥ (µt − 1)|a−| ≥ 0.

Observe that the continuous function qta =
∑m

i=1 a
i is strictly positive on the

compact set X̂t = X̃t ∩ {a : |a| = 1}. Indeed, since qta ≥ (µt − 1)|a−| on X̃t,
the equality qta = 0 would imply |a| = 0. Then qta attains a strictly positive
minimum Qt ≤ 1 on X̂t. Define Ht = Q−1

t . Hence, for any a ∈ Xt(ω) we get

H−1
t |a| ≤ qta ≤ Ht|a|,

which implies that assumption (A1) is satisfied.
Condition (A2) follows from statement (b) of Lemma 1 since for any

a ∈ Xt−1(ω), 0 ≤ C2
t |a| and so (a, 0) ∈ Zt(ω).

To prove (A3), let (a, b) ∈ Zt(ω). Since for any numbers x, y we have
(x− y)+ ≤ x+ + y− and (x− y)− ≥ y+ − x+, we obtain
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0 ≤ ψt(a, b) ≤
∑
i

(Λ+
t,i + Λ−t,i)Rt, ia

i
+ +

∑
i

(Λ+
t,ib

i
− − Λ−t,ib

i
+)

≤ 2ΛtRt|a|+ Λt|b−| − Λt|b+| ≤ 2ΛtRt|a| − C1
t Λt|b|, (64)

where in the last inequality, we used that b ∈ Xt(ω) and according to state-
ment (a) of Lemma 1, we have Λt|b+| −Λt|b−| ≥ Λt(|b+| − νt|b−|) ≥ C1

t Λt|b|.
This implies the validity of (A3) with the constant Kt = 2ΛtRt/(C

1
t Λt).

Now we will prove condition (A4). Let x̊ = (1, ..., 1) ∈ Rm. Put
z̊t = (̊x, ẙt) with ẙt = (C2

t /2)̊x. Observe that there exists δt > 0 such
that B(̊zt, δt) ⊂ R2m

+ and therefore B(̊zt, δt) ⊂ Xt−1 ×Xt. Since |̊yt| < C2
t |̊x|,

statement (b) of Lemma 1 implies z̊t ∈ Zt. Hence, z̊t and δt satisfy condition
(A4)

The proof is complete.
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[30] Pennanen, T. and Perkkiö, A.-P.: Stochastic programs without duality
gaps, Mathematical Programming 136 (2012) 91-220.

[31] Platen, E.: A benchmark approach to finance, Mathematical Finance
16 (2006) 131-151.

[32] Platen, E. and Heath, D.: A benchmark approach to quantitative finance,
Springer, New York, 2006.

[33] Radner, R.: Paths of economics growth that are optimal with regard
only to final states: A ’Turnpike Theorem’, Review of Economic Studies
28 (1961) 98-104.

[34] Radner, R.: Balanced stochastic growth at the maximum rate, in: Con-
tributions to the von Neumann Growth Model (Conference Proceed-
ings, Institute for Advanced Studies, Vienna, 1970), Zeitschrift für Na-
tionalökonomie, Suppl. No. 1, pp. 39–53.

[35] Radner, R.: Optimal steady-state behavior of an economy with stochas-
tic production and resources, in: Day, R.H. and Robinson, S.M. (Eds.),
Mathematical Topics in Economic Theory and Computation, 1972,
SIAM, Philadelphia, pp. 99–112.

[36] Radner, R.: Optimal stationary consumption with stochastic production
and resources, Journal of Economic Theory 6 (1973) 68–90.

[37] Rockafellar, R.T.: Monotone processes of convex and concave type,
Memoirs of Amer. Math. Soc. 77, American Mathematical Society,
Providence, RI, 1967.

[38] Rockafellar R.T.: Lagrange multipliers for an N -stage model in stochas-
tic convex programming, in: Aubin, J.-P. (Ed.), Analyse Convexe et Ses
Applications, Springer-Verlag, 1974, pp. 180-187.

[39] Rockafellar R.T. and Wets, R.J-B.: Continuous versus measurable re-
course in N -stage stochastic programming, J. Math. Analysis Appl. 48
(1974) 836–859.

28

https://link.springer.com/article/10.1007/s10107-013-0721-5
https://link.springer.com/article/10.1007/s10107-012-0552-9
https://doi.org/10.1111/j.1467-9965.2006.00265.x
https://www.springer.com/gp/book/9783540262121
https://www.jstor.org/stable/pdf/2295707.pdf
https://link.springer.com/chapter/10.1007/978-3-662-24667-2_5
http://pages.stern.nyu.edu/%7Erradner/publishedpapers/publishedpapers/28OptimalSteadyState.pdf
https://doi.org/10.1016/0022-0531(73)90043-4
https://bookstore.ams.org/memo-1-77
https://link.springer.com/chapter/10.1007/978-3-662-00638-2_11
https://www.sciencedirect.com/science/article/pii/0022247X74901577


[40] Rockafellar, R.T. and Wets, R.J.-B.: Stochastic convex programming:
Kuhn-Tucker conditions, Journal of Mathematical Economics 2 (1975)
349-370.

[41] Rockafellar R.T. and Wets, R.J-B.: Stochastic convex programming:
basic duality, Pacific J. Math. 62 (1976) 173-195.
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