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Category change in English with and without structural
change’

Abstract

This paper offers a partial taxonomy of changesatégory (word class), exemplified with
recent English data. The paper takes as itsraggobint a structuralist syntax which employs
constituent structure and conventional categorgltabut which lacks empty categories or
elaborate functional structure. No fixed, univérsaentory of categories is assumed. Three
types of category change are distinguished: thdsse only the affected node and its
phrasal projection change labels; those wheréoih@ogy of the syntactic tree is altered as
well; and those where a wholly new category erttegggrammar. Most but not all of the
examples of category change involve grammaticatimatThere is evidence of gradience,
and semantics may lead syntax. A distinction &swir between ambiguous and equivocal
syntax, where the latter is under-determined.gpsest that WYSIWYTCH (“What you see is
what your theory can handle”) militates againstrég@ognition of syntactically equivocal
strings, and | conclude that for handling gramnadtohhange of the kind surveyed, a rigidly
structuralist syntax may turn out to be unrevealing

1 Introduction
This chapter is limited to category change. Howesice most grammaticalisation involves

category change, and much category change invghaasmaticalisation, the concerns of this
chapter — and indeed some of the examples — hdirec bearing on the thematic questions
posed by the editors.

| take as my starting position the kind of consiicy syntax practised, for example,
in Huddleston & Pullum (2002) — that is, workingtlvthe initial assumption that for any
grammatical sentence, we can and should find @swatcally justified, rigorous structural
description that is closely tied to its actual mank morpheme$. (However, | return to this

assumption in 882.2, 2.3, 3.2 and 5 below.) Ongavarganising a discussion of category

! | am grateful for improvements and references sstggl by the editors and by Tine Breban, HendrilSbet,
Marianne Hundt, Anette Rosenbach and Nigel Vincent.

% Notice that Huddleston & Pullum relax the gengraltcepted constraint against upwards branching in
constituency structure trees — see for example22002, 419-422, 1073) — though only for what thalf
‘fused-head’ and ‘fused relative’ constructionsneCexplicit reason is to reduce the amount of agethat has
to be recognised between categories, by whichitiean a given word showing multiple, non-simultarssou
category memberships (ii@. different contexts) (Huddleston & Pullum 2002: 421).
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change is according to the effect on such syntatticcture: does the change only require a
different label for the node in question and itsniediate phrasal projection, or does it require
a change in the topology of the tree? Furthermsrie replacing category one that already
existed in the language, or is it a new additiothtvinventory of categories? It is on this
basis that the chapter is organised. | discusndfhl of category changes in the history of
English and attempt to generalise from them abaoastpons of gradience and gradualness.
Anything which can be said in this context abouégary change in general should apply to

grammaticalisation as well.
2 Category change without structural change

2.1 N~A

In previous work | have written about change fromumto adjective (Denison 2001, 2007),
giving detailed consideration to examples lilke andkey Now Huddleston & Pullum
(2002: 1643) say that conversion from noun to adjegs ‘very rare’, citing flower names
like roseandorangeand, from more recent timesexistandOxbridge and suggesting that
the frequent citation dinin this context actually ‘reflects the paucityabddar examples’.
Haspelmath too lists conversion between noun ajetink in either direction as ‘unattested
(or rare) changes’ and goes on to say that ‘woadscthanges invariably turn content-words
into function-words’ (Haspelmath 1998: 329). Thaiuld suggest that all category changes
are instances of grammaticalisation. Perhaps Hasgles statements have statistical
validity cross-linguistically, but neither correspis to my experience for English, though of
course if you look at grammaticalisation alone,teattword > function-word is what you
will find. But in English it is entirely possibke find transfers both ways between N and A
and therefore not involving loss of content.

While the conversion A > N can be brought aboutelipsis —hopeful (boy/girl)
daily (newspaper), bitter (beer)which is an abrupt process, | suggested thattNwvas
stepwise @radual in the sense used by Traugott & Trousdale (thig)vol give a brief
illustration of the latter using web data fobbish which for some speakers is well on the

way to having an adjectival use alongside its nanime:

(1) A self-confessed "rubbish" golfer won a £15,000afé&r fluking a hole-in-onessc, s
Jul 2008, http://news.bbc.co.uk/1/hi/scotland/noedst/7494943.stm)

(2)  Atotally horrible and rubbish gig which was thegbming of the end of the
relationship between the singer and m@lickr.com/photos/khl/sets/1349235/ <aceeb49 Jan 2009>)
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3) i know its [sic] rubbish but i need it to win the manufacturease to win an older,
rubbisher VerSiOI(http://www.gtplanet.net/forum/showthread.php’?t%page=24 <accessed 12 Jul 2008>)
(4)  And today was rubbish.

[...] It started off alright, [...] [b]ut after that gtarted to get rubbisher.
(http://wyldethingy.blogspot.com/2006/05/not-beatrkver.html, dated 8 May 2006 <accessed 12 J@)00

(5) Because i like to take a lot of photos when i gblmi the light on my V975 seems
very ru bbiSh(http://39.co.UKISGForum/showthread.php?t:343lﬂedja8 Feb 2006 <accessed 13 Jul 2008>)
(6)  And the prize for rubbishest blogger in the worteg to... Me!

(http://changingcycles.blogspot.com/2008/03/andeafor-rubbishest-blogger-in.html, dated 30 Mar&e@ccessed 19 Jan
2009>)

(7) and | can'timagine Harry Hall's selling anythingplbish.

(http://yacf.co.uk/forum/index.php?topic=7464.1&tet 19 Sep 2008 <accessed 19 Jan 2009>)

The wordrubbishcould in principle be either a noun or an adjextivpre-nominal modifier
or predicative use, as in (1) and the first instsnia (3) and (4). Coordination with a true
adjective as in (2) is suggestive of adjectivehaitiout being incontrovertible proof.
However, a comparativeibbisherin (3) and (4) and modification weryin (5), both
incompatible with nounhood, are clear indicatiohadjectival status. So too are a
superlativerubbishests in (6) omost rubbishand post-pronominal use as in (7).

Historically speakingrubbishis a late ME noun of obscure etymology, whose firs
sense irDED is ‘[w]aste or refuse material, in early use esgmh as results from the decay or
repair of buildings; debris, litter, refuse; repattand useless matter of any kind’. It
developed a derogatory attributive use by the énldeol16th century, apparently losing it
again by the late 18th century, accordin@teD, which has no such citations between 1722
and 1979. Interestingly, the derived adjectiviebishyis only found from 1795, and in the
metaphorical sense ‘worthless’ from 1824, so #&lmost as if the standard language
wouldn’t tolerate the adjectival use mibbishoncerubbishywas available. (The dates don’t
quite match.) The British National Corpus (BNC} habbishyl12x, always as a pre-
modifier, andrubbishabout 15x as a pre-nominal modifiér the metaphorical sense. There
is also the mainly nineteenth-century adjectigbishing‘paltry, worthless, rubbishy'@ED
s.v.)?

The accidents of word formation are not prediaahbr are they entirely random. In

earlier work | speculated as follows about N > Awersion (Denison 2007):

The circumstances which license such a transigemsto include:
» lexical gap = absence of an adjective (morpholdlyicalated or otherwise) with
appropriate semantics

3 NB. The heagbsychobillyin the stringthe Neff's rubbish psychobilly tagged by BNC as an adjective;
rubbishnever is.

* | am grateful to Elizabeth Traugott for pointingtahis alternant and indeed antedat@igD to 1791 from an
example in LION: English Prose Drama.
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* Nis, or can be, a mass noun or at least can libwagieout D @n article in draft, a
work of geniup
* N is semantically gradable
In the case ofubbish there is hardly a lexical gap, since we haugbishyas well as many
etymologically unrelated synonymsréppy, useless, bad,),.so evidently the functional
pull is not essential. Howeveybbishmeets the other criteria. It is a mass noungfoes
usable in the singular without D. It has an obsgiowetaphorical extension to a subjective,
evaluative meaning. It even has an ending whiokdamore like a productive adjectival
ending than a nominal orieThe web examples cited as (1)-(7) illustrate b@ntexts which
neutralise the A~N distinction, namely pre-nomimaldifier and predicative complement,
and which therefore are potentially equivocal sgtically.® (There is no relevant semantic
ambiguity, however.) The transition to adjectiuak need not involve structural change. It
is a semantically motivated analogy, since prenedifof provenance, material, etc. are
often nouns, whereas subjective, gradable prensogifire more typically adjectives. Once
the word has developed an adjectival value, itstart to be inserted in uniquely adjectival
slots, as witlrubbisherandrubbishes&andvery rubbish
Those two contexts are not the only relevant o@ssider now this variant of the

complement context:

(8) It was really rubbish.

A context like (8) is also plausible adpasis of reanalysis (Harris & Campbell 1995: 72). In
the older analysis wherebbishconstitutes an NReally cannot be part of the predicative
complement, since adverbs generally don’t modifynso(Huddleston & Pullum 2002: 563),
soreally must therefore be modifying the verb or even thase (cflt was really a mess/a
disaster/the end of the wojldOncerubbishhas gained the possibility of being an AP in (8),
thenreally can move inside the predicative complement aslgatiive-modifier — but that is
not part of the change of category, merely a levessequence:

® OED lists 1320 noun lemmas ending-ish, but most are compoundsadish, fish, wishor nouns that are
primarily other parts of speech, including natiglyahames. Apart from real rarities, the genuinedyablished
nouns includanguish, dish, fetish, finish, fish, flourish, gmin gibberish, kadish, parish, polish, radish,
relish, rubbish, skirmish, tarnish, varnish, wisfihe class ofishadjectives is larger (1565 lemmas) and —
crucially — open-ended.

® | chooseequivocal here in deliberate avoidance of the temmbiguous, commonly used in syntax. In
semantics there is a traditional distinction betwapiivocal andambiguous sentences: crudely put, an
equivocal sentence is simply underdetermined fdin booducer and recipient, whereas the producanof
ambiguous sentence must have intended one or @ittiee possible readings. The implication that ohthe
morphosyntactic analyses must be right (and ther(hwrong) is unnecessary.
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9 a ... [really ] [ rubbishyp >
b. ... [ really ] [ rubbish jp >
C. ... [ really rubbishdp

(10) You can bid 2NT, as a SECOND NEGATIVE, showing allserubbish hand — a

gueen is about the limit of thigttp://www.dur.ac.uk/bridge.club/ TEACHING/bigharadstml, n.d. <accessed
14 Jul 2008>)

Example (10) must have the analysis (9)aeadly comes between determiner and head noun
and therefore can only be functioning as modiffesro AP within the NP.

It may be no accident thegally rubbishseems on the basis of very unsystematic
informant testing to be more acceptable thary rubbish(and the string really rubbish
gets 9570 Google hits, compared to 229Gafeery rubbish<14 Jul 2008>). That is
consonant with the suggestion that strings invgveally are often categorially equivocal as
to the node dominatingibbish On the other hand the imbalance is even greater
rubbishy(184a really rubbishyto 9a very rubbishy, where there is no suggestion of
category changeé.

2.2 Constructions

In the preceding section | have discussed tworeetbontexts in which the A ~ N distinction
may be neutralised. The category is only ambigwattsn an approach which requires each
word in a grammatical sentence to be assigneddaod only one category. | preferred to
see the category in such cases as underdeternierde(my use of the terequivocal). Itis

a small step from that preference to a fundamegndisierent take on syntactic analysis,
namely one espoused by Croft (2001, 2007) and sksclby several contributors to this
volume, where categories are not grammatical prmestat all. In that case it would be
constructions that speakers (and linguists) maatpubnd — in Radical Construction
Grammar at least — categories would be a mere epgrhenon. The contexts which | noted
would then be constructions: perhaps the attmleutonstruction, the predicative
construction, and so on. They would be definethieyr semantics as well as by their
syntactic behaviour, and within those constructithiesquestion of possible category change
would not be pertinent. Some of my datareibbishand similar words could be offered in
support of a Construction Grammar analysis, fongXa on grounds of economy of
description.

" For a semantic explanation of certain selectioestrictions holding between particular intensiiand
adjectives, see (Kennedy & McNally 2005). Euphamight be involved too in this case.
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However, contexts such as that in (5) are notvemaill. My focus in this paper is
more on change and indeed the stepwise nature @htinges observed. Furthermore, the
paper is organised on the working assumption tleatan usefully discuss both categories
and category change, so | will not pursue a Coaostna Grammar interpretation further.

2.3 Gradience

A different approach to the N > A transition isnwoke gradience. | have done some brief
informant testing on the data in (1)-(7) to teststrpng intuition that some of the different
adjective-like uses atubbishwould for many speakers vary in (un)acceptabilithe
examples were presented to 21 third-year studengsvaritten questionnaire, with no further
instructions than to ignore spelling and to scooenf1 (unacceptable) to 5 (acceptable) as

examples of colloquial speech.

examplg 1 2 3(i) 3(ii) 4(i) 4(ii) 5 6 7
form rubbish [horrible |it's rubbisher | rubbish(rubbisher |very rubbishestanything
golfer |and rubbish rubbish rubbish
rubbish
gig
mear 4.7 2.85 4.75 2.5 4.6 1.95 2.55 2.45 4.5
SD| 0.571 1.2683 0.910 1| 0.503 0.887] 1.276 1.050 0.761

Table 1: Acceptability scoresfor adjectival rubbish

The results are striking. Most of the neutralibleéA contexts score an average of at least 4.6
out of 5, as might be expected, and with littleiaton, though the coordinatiantotally
horrible and rubbish gigirops down to below 3. Most of the clear A cotgexcomparative,
superlative, modification byery— score poorly, in the range 1.95-2.55. But dearcA
context — postmodification of an indefinite proncuscores almost as high as the first group.
If we take these results at face value, it folldiaat the passage from noun to
adjective is not an abrupt, all-or-nothing prodessa stepwise progress. Noun and adjective
share many distributional properties, and for sepeakersubbishacquires more and more
of the properties of adjectives. This is gradiengecro-steps rather than abrupt saltation
from N to A. There is no implication, however, tilsach a process need take an extended
time to be completed.
| doubt thatubbishhas gone all the way to full adjectivehood yebutjh. One
indication that it may still be what Harris & Cangdh(1995: 54) call amxploratory

expression is that users can play with it:
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(11) B:you are all rubbish and i hate you atiry]
SM: No you are rubbish.
B: you are rubbisher
SM: you are the rubbishest person on this board.
B: rubbish. you are the rubby rubbiesht rubbistsperon this board
SM: You are the most rubbishiestest person in thedxand stop sending me abusive
e-mails about helicopters.

B: you are rubbish at everything, and like rubthighcopters and rubbish war films
(http://forum.comeonboro.com/index.php?topic=2463frev_next=next, dated 15 Apr 2008 <accessed 12008>)

It isn’t clear just whatubby rubbieshtn the middle of (11) is — a sort of blendrabbishand
a superlative inflection? — while the last conttibn from “SM” contrives to form a triple
superlative, though apparentlyroibbishy

Consider now some possible N > A transitions imva@ proper nouns as starting
point. They too seem to illustrate a gradientgeMlVincent (p.c. 16 Apr. 2009) offers this
recent-sounding example, though it is a patterhishactually quite well established:

(12) Just because you do not like "the media,” themiseed to go all Daily Mail on us

and knock the hell out of something you do not usi@@d (Michael Kenward, comments on
Times Higher Educatiowebsite, 13 Mar. 2009 <
http://www.timeshighereducation.co.uk/story.aspfflsacode=26&storycode=405758&c=1>)

While Daily Malil is clearly a proper name, that newspaper’s woidsivws well known
enough in Britain for the connotations to be exgldisatirically as in (12). Thgo X
construction doesn’t require X to be an adjectexesn if that is probably the unmarked filler
of the slot, as igo (all) shy cf. (Huddleston & Pullum 2002: 264). No doub tise of a
noun here is also partly licensedddly (Buchstaller & Traugott 2006, Quirk, Greenbaum,
Leech & Svartvik 1985: 447); adverball + NP has occurred since early Modern English.
The construction in (12) permits certain nouns alt as adjectives so long as the semantics
and pragmatics are compatible with the NP receidiifgossibly vague) referential meaning
and having both a descriptive and resultative fionct properties more prototypically
belonging to APs. If this represents a micro-ste@y from prototypical N and towards A,
Daily Mail nevertheless remains close to the N pole of thdignt.

Graeme Trousdale calls my attention to exampkesthe following (p.c. 28 Jan.
2009):

(13) While Stevenson’s noveDfr Jekyll and Mr HydeGT] is ostensibly set in London,
Grant feels the tale has been wisely chosen a@®this for this year's Edinburgh City

of Literature campaign. “It does seem a very Edighustory [...]" (The List 14 February
2008)
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Since Huddleston & Pullum citexbridgein He has a very Oxbridge accesd having
‘acquired distinctively adjectival properties’ (Z200L643), it would seem th&dinburghin
(13) has gone somewhat further towards adjectivétioanDaily Mail in (12) —veryis
usually regarded as unavailable as a noun modifiéowever, compared wit@xbridge(a
mid-nineteenth-century coinage of ThackerayEjinburghis a more prototypical proper
noun, sincéxbridgewas from the first used attributively and has s#hse and reference.

To the extent that anyone feels that (12) and i@)playful or contrived or otherwise
unnatural, we might analyse them as involwingrcion. In Michaelis (2004, reference from
Amanda Patten’s chapter (this vol.)), it is thetaxrwhich coerces the semantics, though to
me coercion makes at least as much sense thevmlyeound, the semantics coercing a
proper noun for the nonce into — or at ldasgtar ds — the syntax of an adjective.

Saltation can be approached in a different wagbdrs, with some support from van
Gelderen (both in this vol.), reinterprets Aarwdistinction between subsective and
intersective gradience in terms of feature bundié$, subsective gradience involving one
feature bundle that is a subset of another, ansigaitersective gradience, which does not
show any subset-superset relation. Whether thimclion is modelled with features or with
morphosyntactic distributional properties, it idigtinction which does not seem helpful in a

case like the one sketched fabbish Roberts writes:

A useful analogy here might be with calculus: psta seemingly continuous curve can
be treated as a series of discrete infinitesinegisstso a seemingly gradient category (or
gradual change in category membership) can beasearchange in membership
between two very similar, but nonetheless disgretistinct, syntactic categories. This
naturally implies that we have some way to “meatheealistance” between categories:
this can be done with an appropriate feature systeith breaks down major categories
(N, V, etc) into smaller ones (count noun, tramsitrerb, etc.) up to a fairly fine-grained
level. (Roberts, this volume, p.000)
Even if new subcategories can be invoked for sortemediate stages between N and A,
they must for Roberts be subcategories either of df A, not of both — yet some contexts
are simply underdetermined. | do agree with origtpthat the change is not a continuous
one. Inventing a series of intermediate categanayg save the theory by a procedure which
is somewhat reminiscent of Anderson’s very diffémsotional theory of categories, which
allowed fractional placements of intermediate cat®g along a single cline (Anderson
1997). Featural approaches do in principle peandiistinction between subsective and
intersective gradience, so long as the definintufea for adjacent categories do not overlap.

Yet this is not always so. There are cases winereame feature is used with different
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values to define different categories, such astalv$. inability to take plural marking, or
even with the same value, such as occurrence mtgnsifiers (for both A and Adv).
However, by Aarts’s criteria a stepwise transito@mtween categories actually
confounds the distinction that he invokes betweadsssctive and intersective gradience
(2007, etc.), since the loss of prototypicalityhwitone category (subsective gradience) is not
substantially different in nature from the acquasitof an equal number of features of
another category (intersective gradience) and ¢émevards to full membership of the new
category (subsective gradience again). Other pnoblwith the distinction are raised by
Bisang and by Traugott & Trousdale (this vol.) liting failure to make allowance for
semantic criteria, and poor prediction of crossglilstic diachronic facts. Note too that even
when membership of the new category is fully esshbl, layering will usually maintain the
old categorisation beside the new. Imagine spsakbhose grammar permits full adjectival
use of the wordubbish They will surely be able to use the word as amimo. For such
speakersrubbishin a common sentence likies rubbishor in an NP likea rubbish idea
cannot safely be assigned to either category, Al ¢ the exclusion of the other. To insist
on a unique category, in my opinion, would be tactise an artificial pseudo-rigour imposed

by certain linguistic theories and not by the faiftthe language.

2.4 A~D

Adjective and Noun are both major categories. Aave argued in Denison (2006),
Determiner is more grammatical, more marginal, @bdeast in English) more recent. | have
discussed some ongoing transitions from A to D chve can reconsider here under the
heading of non-structure-changing category chan@Bsere is no need at this point to
distinguish between central determiners and pastraeners.) Such changes are also
potential examples of grammaticalisation.

Consider the nascent quantifying determirmersain, variousandseveral They
already show some determiner-like properties ssdheapartitive construction — what Payne
& Huddleston called théused-head construction (2002: 410-2):

(14) a. certain of our great cities (165% in BNC)
b. various of these approaches (32x)
C. several of the papers (1088x)

They also — especiallyertain— retain some behaviour that is clearly adjectival



Denison, ‘Category change + structural change'sieer14/8/2009, p.10 of 23

(15) a. but I'm not certain
b. the infinitely various capacities of children
C. The limitations to production are several

The structures of most interest here are potentgjlivocal NPs of the type

(16) [ various (X") N ]np

where the word in question either premodifies (a®*determines (as D) the head of the NP
(N); the term X here stands for one or more intervening postdétens or premodifying

adjectives or nouns, as in

a7 a various ethnic minority languages
b. several other countries

Easily the most frequent collocations in this graug simple two-word NPs like

(18) a. certain people
b. various questions
C. several horses

without intervening elements. | have estimateduencies from the BNC (from which,
incidentally, all the examples (14)—(20) are takelnipbulate three figures for each of the
words under study: overall total occurrences efwlord; uses tagged in the BNC as
immediately followed by a plural noun, the vast any of which will be of the type shown

in (18); and potential uses like (17) that do hixervening premodifiers.

8 ‘Plural noun’ includes the tag both for plural cmen noun (NN2) and for common noun, neutral for ham
like aircraft, people(NNO). To estimate the number of two-word NPswd excluded examples where the
string of word + plural noun was preceded by aedtije, article, numeral, determiner or possessigenhis
various bequest®or was followed by a second noun, aseéweral police officersl used the BN@ebsoftware
(version 4.2), with CQP queries of the type

0] [pos != "(AJ.]JAT.|CRD|D..|ORD|POS]|)"] [word =értain" %c] [pos = "(NNO|NN2)"] [pos = "NN."]
The figure in the last column represents contextsresthe word is directly followed either by aneadive or by
two nouns, the first non-plural; the latter contiexparticular certainly includes irrelevant exdegpwhere the

second noun is not part of the same NP, so theefigare overestimates. Queries were of the type

(i) [word = "certain" %c] ([pos = "AJ."] | [pos ¥{NNOJNN1)"] [pos = "NN."])
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total occurrences| in 2-word NP | in NPs with other words

of word in BNC intervening before head
certain 21767 8369 < 3164
various 15261 7220 < 3184
several 23414 13746 <5210

Table2: Two-word NPsinvolving certain, various, several

The most common equivocal context, then, is aweod NP, and in a relatively lean
structuralist account without empty categoriesumictional projections, the two lexical
categories will simply be sisters. Over time tinstfword in pattern (18) could switch from
A to D while remaining left sister of the head nolfven with a second modifier in the
string, the topology could remain essentially umgjeal whether the item was construed as A
or as D, assuming a stacked-adjective analysithéearlier state:

(19) [ various [ unresolved questions | ]

None of this seems at all mysterious, and furtheemany syntactic theory should be
able to handle it. As to whether the process talider the heading of reanalysis or not, it
seems better to me to invoke analogy: what is éaipg is language users unconsciously
observing howariousin certain common syntactic frames behanather like a
Determiner, orubbishjust like an Adjective. It is arguable whether a changeabégory
without structural change merits the tereanalysis — and in the kind of lean topology that |
favour, there is no rebracketing or structural geanOf course, with a syntax-centred model
of language and more elaborately articulated syictatructures, almost everything that can
be said about language will be in some way ‘stmattuvhich may help to explain why Elly
van Gelderen (this vol.) is baffled by the struatur non-structural distinction | try to draw
in this paper.

There is a useful synopsis of what has been meathtelhterms eanalysis and
analogy in Traugott & Trousdale (this vol.: 884.1, 4.2)dahe conclusion that ‘all
analogization is reanalysis’ depends on the mareisive definition of reanalysis, as does
the following passage, cited in Traugott (forthcog)iin discussion of Harris & Campbell
(1995):

Nevertheless, the distinction between changesctivatern constituency, hierarchical
structure, category, grammatical relations, or lolauy types, and similar primarily
“covert” aspects of syntagmatic linguistic struetmn the one hand (reanalysis), and
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changes based on overt patterns and templatesaivat as exemplars on the other

(analogy), is a useful one (Hopper & Traugott 2003)
In the present paper | have chosen to subdividedkiert class by distinguishing changes
that concern constituency or hierarchical structtom those that concern (just) category.

| turn now to the post-determiner developmentsistuily colleagues at Leuven
(Breban 2006, 2008, Breban & Davidse 2003, DaviBsehan & Van linden 2008), which
are not so straightforward syntactically. Posed®iners typically co-occur with a central
determiner. In fact, Davidse, Breban & Van lind2808) restrict their corpus counts to
examples with the definite determirtbe and their discussion so far is largely confined t
the semantics and pragmatics of the process. Jdnejpostdeterminers form a unit with the
determiner, with the latter determining the gendgdinite or indefinite value of the
determiner complex’ (Davidse, Breban & Van lind€®@: 478), sometimes with
orthographic coalescence (Engletother many Dutch examples lilgezelfdg What kind
of units? — lexical, semantic, syntactic? In psidid work they have not been explicit about
the syntax. If the syntax went with the semanties,implication would be of a re-
bracketing:

(20) a. [ the[old cards]] ?>

b. [[the old]cards ]
| am not convinced that such a change has in &&etrt place in all the cases they discuss.
The internal constituency structure of NPs is regitparticularly salient nor easy to test, but

theonetest seems to point the wrong way in this exar{ipiented by me):

(21) Pick any two cards. Memorise them. Now put thres#®ack, shuffle the pack
thoroughly, pick another two, and replace the gack down. If your new hand
contains either of the old cards, what are the cbaithat the other one is on top of the
pack?

Here the pronounnein the other ones a substitute for what used to be called an Nat

in any case a constituendne= old card whereold means ‘former, previous’. Sud forms

a constituent with its head nouaard, not withthe Tine Breban has suggested that there are

several intermediate stages between adjective astddeterminer, and that syntacticatd

‘former’ may be among the more conservative ofrthscent post-determiners, still

remaining more of an entrenched classifier thanst-geterminer (p.cc. 19 Jul. 2008, 25 Feb.

2009). In any case, Breban and | are in agreethahthe principal syntactic effect of the

change from A to post-determiner is in fixing oétlmear ordering so that the item occurs
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immediately after central determiners and befojedides, and she offers clearer examples

of this ordering, such as:

(22) That s, if the undergraduate takes one 3-cr grede@urse beyond the usual three
graduate courses, he/she will receive a tuitionigsion for only the final 6 credits in
the program (rather than the usualrédits).
(http://www.villanova.edu/artsci/liberalstudies/grams/5year.htm)

Here the post-determinasualprecedes numerals.

Although Breban, Davidse et al. convincingly déseiongoing changes in the
English NP, a purely syntactic treatment may notsmuch or eveany evidence of
change. As Francis & Yuasa have demonstrated b&eyw'semantic change can occur in
the absence of syntactic change, leading to cdsessmatch” between syntax and
semantics’ (2008: 47). This too would support mggestion above that it makes more sense
to talk of semantics coercing syntax than the coseze The different aspects of

grammaticalisation need not all occur simultanegpusl
3 Category change with structural change

3.1 on behalf of

Consider the underlined expression seen in

(23)  Asshe himself was filled with pride on behalfte$ daughter. (CD2 244%)

At first blushon behalf ofooks like a complex preposition, as Quirk etsalggest (1985:
670-3). They talk of gradience between compleyppséions and free NP sequences and
give nine indicators of syntactic separatedn&3s.behalf ofails eight out of nine of them,
implying that it is very close to the complex prsjion end of the scale. Aarts comments
that

[w]hichever way we look at the matter, it seembeaeasonable to posit a gradient
between more oss[d less fixed PN*P’N? constructions (Aarts 2007: 178)
though his ‘seems’ gives the clue to his theoréstance, on which more below. The major
corpus study is that of Hoffmann, who incluaggsbehalf olamong the 30 most frequent
complex prepositions in the written component & BNC (2005: 25, 62, 79). In ICE-GB2,

° This example and many subsequent ones withoutglitié attribution to a different source are takiesm the
BNC.
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its three words are ‘ditto-tagged’ as a single greatical item, a preposition. The word
behalfscarcely occurs withown in British English (American English also allowg. The

complex preposition can share a complement withoadinated simple preposition:

(24) the responsibility of the teacher is to act for andbehalf of society (CLY 1013)
(25) unless itis in writing and signed by and on bebéalboth Parties (CCU 149)

All of this supports the intuition thain behalf oforms a unit. Again, the question is, what
kind of unit?

There are, however, dissentient voices who arellingvio recognise it as a grammatical
unit. For them, each word is assigned its owngmate What is the category béhalfin
Present-Day English (PDEf?If it is a separate word it must be N, sincesi$ la rare plural
(behalfs2x, behalves3x in BNC, as against 4014 singular — the plwalaver used witbf-

phrase). It can be preceded by a possessive:

(26) Charles felt sure that Daddy could pull the odahgton his daughter's behalf (GUF
3203)

And of course the availability of examples like \26the one failed test mentioned above — is

disastrous for claims of unity: the alternatiotvzenon behalf of his daughten (23) and

on his daughter’s behaif (26) seems exactly parallel to the variatiotwsen the two

productive possessive patterns seeihénlegs of the pianandthe piano’s legs (As far as |

can tell, this particular alternation is not disse by Hoffmann (2005).) And if that is the

case, theion behalf ofs failing to behave as an indecomposable andemuptible unit,

while theof within it seems to be merely a predictable granmabformative. And there is

further evidence too in support of the dissenterthat theof can be repeated in coordination

or shared with another P NP sequence:

(27) However, | want to concentrate here on the teclhmiogk that the Faculty does on
behalf, not only of its members, but of the Inggtmembership as a whole. (CBW
150)

(28) And | pay tribute now [...] to those who deliveetbervice on behalf and in the name
of the Board of Social Responsibility (F86 283, sitéP 164))

% \We see the process of univerbation repeatind,itsiete the wordehalf now morphologically unanalysable,
was itself formed in Old English (OE) from the BY+ half. It functioned as Adv/P, and in ME changed
category to N and blended its syntax with thahalf. | will take those earlier processes as long deted and
therefore irrelevant to PDE.
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Huddleston & Pullum discuss the syntax in detarelation to a different potential complex
prepositionjn front of mentioningon behalf ofas another case in point (2002: 618-23), and

advocating the structure

(29) [on [ [ behalfy [ of NP belne Jee

(likewise Roberts (p.c. 12 May 2009}).Haspelmath illustrates potential reanalysis with
(the) top 0f(1998: 332). All come to the conclusion that éhare no syntactic grounds for
recognising such strings as complex prepositigibere is also a brief, non-committal
survey with references in (Brinton & Traugott 2068:5).)

Now it seems to me that everyone is making diffies for themselves. For example,
ICE-GB2, one of the most carefully and consistetatyged of corpora, takéghalfas part
of a complex preposition when followed bly but as N when preceded by a possessive.
Thus the rather parallel PPs in (30) are parséxtralifferently, while the two uses béhalf
in (31) (which is actually from the BNC) would hakad to be kept apart in the ICE-GB
system:

(30) We are acting with the authority of the United Nas and on behalf of the whole
world (ICE-GB S2B 030 051)
with <PREP(ge)> the <ART(def)> authority <N(comgpm of <PREP(ge)> the
United Nations and on <PREP(ge,ditto):1/3> behBIREP(ge,ditto):2/3> of
<PREP(ge,ditto):3/3> the whole worldl

(31) Females also compete with each other for rankhem dwn behalf and on behalf of
their kids. (CJ3 1804)

Here BNC'’s tagging, normally not terribly reliable,at least consistent: it always treats
behalfas N and recognises no multi-word unit.

The distribution obehalfdoes not involve wholly free variation, howevdihe
patternon behalf ofonly occurs 18x with a pronoun as complement, lwtitv 12 have the

pronoun post-modified bgll and one has it coordinated with another pronothus in the

whole of the BNC there are only five of the followgitype:

(32) And for that, on behalf of them, we thank you. (C4¥47)
(33) Am I there to speak on behalf of the council? Aindre to speak on behalf of me?
(KRP 1740)

M Notice incidentally that (27) and (28) are as aatahfor the right-branching analysis of (29) astfe
complex preposition analysis!
12| have given the relevant tags only.



Denison, ‘Category change + structural change'sieer14/8/2009, p.16 of 23

as against some 844 of + [possessive determinerloehalf And note the rhetorical
parallelism and contrastive emphasis of (33). Pplaidicular skewing can be explained
perfectly adequately with reference to thematiadtire and the choices made in ordinary
possessives and also in transitive phrasal verbsrerpersonal pronouns are strongly
disfavoured in rightmost position, yet there mayabancipient tendency to restrict use of the
possessive variant oh behalfto pronominal NPs (appearing as the possessieenigiers
my, his, ouyetc. — 844x), to proper nouns (114x), and taimahip nouns (17x%), with other
common nouns occurring some 143 times. In theapglortion of the BNC, which might
represent better the way the language is movimgfiglures for a possessive befthalfare
as follows: possessive determiner (91x), properené2x), common noun (3x) — and notice
that all three common noun examples are rather wregptions to the incipient
generalisation | have proposEdThe ICE-GB2 corpus (speech and writing) has normon
nouns there at all. It has 30 examplesmbehalf of Xas against eight @n X’'s behalf Of
the latter, seven have a possessive determimgrdur, your, his, thejy one a proper noun
with possessivés (Mr Barnsley’'s. The DCPSE (speech only) adds more of the same:
behalf of X6%, on our/his behal8x.

If that is the way possessibehalfis going, this would be rather more like the
restricted possessive found in Dutch and German and would imply the ddsmence of
genuine alternation between X’s behalandon behalf of X That in turn suggests thar
behalf ofis on the way to being univerbat¥dNote here what Bybee says about usage:

In this framework there is no strict separatiomesicon and grammar, but rather units
of varying lengths and degrees of complexity magtoeed lexically with the

following properties: (i) the degree of strengtheatrenchment of stored units is
based on their text frequency; (ii) connectionagsociations of both a phonological
and semantic nature are made among items, basgthibarity or identity; and (iii)
schemas of varying degrees of generality emerge these representations. (Bybee
2003: 610)

13 Two identical example the plaintiff’s behafin the same text are in courtroom discourse, vfsc

probably more formal and archaic than other spebhe the third is the following:

0] just one question that | wasn't able to putlts Committee'dehalf but | think it is something that we
would be very grateful for a short written commantl that is ... (K77 346)

wherethe Committeés coreferential withwve

1t may be that we have incipient grammaticalisatiather than lexicalisation, on the basis thatetteee many

complex prepositions of the same basic shape, &t @ften involving the purely grammatical, non{sda

prepositionof. Hendrik de Smet points out (p.c. 30 Jan. 2008) the apparent incipient selectivity for certain

sorts of NP complement might suggest that comptepgsitions would not necessarily be (full) memladrthe

category P.
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In Bybee’s framework some sort of entrenchmerdrobehalf ofvould surely have to be
recognised, and Hoffmann presents statistical idadapport of treating complex prepositions
as units. How far does such a tendency have tzefye the objection to treatimy behalf

of as a complex preposition loses its force?

Now in practice the creators of tagged corporartyehave to take a decision on the
most appropriate analysis of each individual exanfpt at the least, allow their tagging
program to do so); see Denison (2007). The BN&sdmploy “ambiguity tags” in certain
circumstances to mark a word of uncertain catedaouythis would be a very clumsy device
where not just the category of a word but evemtlraber of separate items is at issue.
However, the discursive description of a publispeimmar can take a more nuanced
approach, and there it should be possible to ptesehto maintain dual analyses where both

have some explanatory value.

3.2 Non-gradient accounts

As already noted, Huddleston & Pullum do not reiegisuch a complex prepositionas
behalf of or at least the string’s entrenchment — not @ammatical fact, anyway. Hard-
nosed syntactic analysis says that at most therditide idiom formation going on, with
varying degrees of fossilisation, but nothing dénest to syntax. Why does the constituency
approach fail to recognise changes like these ti@yl have gone to completion and are
safely in the past? Why too does Aarts (2004, 20§@éct nearly all inter-categorial
(“intersective”) gradience, by means of a mechdrdoanting of all available diagnostics,
equally weighted, which almost always leads to gontg decision one way or the other? |

propose an acronym:

(34) WYSIWYTCH

“What you see is what your theory can handle”
There is a serious purpose beneath this gentlycsdttoinage. Much conventional syntax
makes a number of assumptions, includinigr alia a strict separation of syntax and
semantics? a basic organisation of grammar by constituenay ¢h Haspelmath (1998:
332-3) on the advantage of dependency represemfadind no discontinuous constituents.
Every grammatical sentence can be divided into sjaadd every word in any unambiguous

sentence belongs to exactly one of a small numibsoal classes. There is no redundancy

151t is notoriously difficult to get students or lagople to see the difference between syntacticsansntic
facts.
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in grammar, and any speaker of a given varietylahguage has a coherent grammar which
accounts for everything acceptable that can be eak the lexicon has mopped up any
oddities; likewise for a linguist's grammar, whetlor not it claims psychological
reality/plausibility. A linguist's grammar must

0] account for observed facts;

(i) be internally coherent and self-consistent;

(i)  aim for elegance and economy;

(iv)  prefer a compositional analysis over ‘pre-faliberever possible.
One suspects that (ii) and (iii) are sometimesagib to outrank (i). I'm not even sure that
(ii) and (iii) are indispensable: clearly they aesirableceteris paribusbut to my mind, not
so desirable as to be maintaine@mt price. In relation to (iii), Anette Rosenbachc(fl

Feb. 2009) points me to this sceptical comment:

[...] there is little if any evidence for regardinffieiency of design as a particularly
common feature of biological systems. In factiejtine opposite is the case.
(Johnson & Lappin 1997: 327)

As for (iv), | doubt that it is defensible psychgically.

In earlier work | had explored gradient effectsymtax, e.g. Denison (1990), and in a
conference paper in 1999 | made explicit referdndbe disconnect between mainstream
syntax with its rigid Aristotelian distinctions angainstream morphology with its recognition
of prototype effects. That paper was eventuallylished as Denison (2001) (and cf. also
Denison (2006: 281)), by which time | had becomar@wf Haspelmath (1998), where
similar ideas are independently sketched.

| am certainly not advocating outright abandonnaérihe kind of approach
exemplified by theCambridge Grammar The intellectual rigour of that work is of the
highest standard, and a huge amount has been adloger the years within its general
frame of reference. Simply abandoning all theghts would be counterproductive. But
bearing WYSIWYTCH in mind, maybe we can concedé $ltvact structuralism isn‘always
the most insightful way of looking at things, andmmatical change is one domain where it
does less well. For a detailed, critical, crosgpliistic survey of assumptions about
universals in categories, constituency, hierarcaAresmuch else, see Evans & Levinson
(2009).

One suggestion I like to entertain is that whas#hkinds of structural approach
capture are the most favoured points in the sphpessible grammars. Human beings have
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a pattern-forming mentality, and furthermore thegrma to want to categorise the world in
Roschian fashion, so why not linguistic entitiegtoThen such phenomena as dual
constituency or dual inheritance, and non-centraverlapping categorisations, might turn
out to be marked situations, more likely to be abl and to lead to further change than
straightforward constituency or inheritance andi@membership of categories, but

nevertheless an indispensable part of diachromgrilstic description.

4 New category

So far | have looked at changes from one categoaybther, assuming that the replacing
category was available for pattern-matching, astirdjuishing cases where the new
categorial assignment is compatible with an exgssigntactic structure from those where it is
not. If, however, the category change is to a natggory, where does that fit into the
dichotomy of structural conservation vs. structatednge? | argue that such a situation
cannot be dealt with in the same terms at all.

| am aware of two cases in the history of Englidtere a new word class has arisen in
historical times: Determiner and Modal, as disedss Cort, Denison & Spinillo (2006) and
by Roberts (this vol 3 Both categories are closer to the grammaticalognide lexical ~
grammatical continuum than their parent categoded,so entry into one of these categories
inevitably implies that grammaticalisation has takéace. The reasons for their addition to
the inventory of categories (whether by speakethempast, as we presume, or by historical
linguists) consist of a substantial accretion et$aincluding morphological ones, semantic
ones, and changes in frequency of syntactic didgtab. In such cases it makes no sense to
look for some single syntactic structure as a bafsisanalysis, hoping to be able to show
that either

(i) the structure once had V (or A) at a certaidencand this changed to M (or D) without
major topological change

or
(ii) the structure once had V (or A) at a certande, and this changed to M (or D) while
at the same time the topology of the tree was rfeguned

in the spirit of the dichotomy | have invoked instipaper so far in 882 and 3, respectively.
It seems to me that (i) is ruled out because spsalea have no reason to infer a

different category assignment — at most they nigbate a new subcategory of an existing

18| discountsyncategor emic items: those that do not belong to a categorychvis equivalent to calling them
uniqgue members of a category.
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category on the grounds that many other membeiseafategory were not available in that
pattern. As for (ii), radical restructuring ofiagle pattern (at whatever level of generality) is
even less motivated. Such restructuring (of batlegory space and the syntactic structure of
a particular pattern) cannot come from considenadiothat one pattern alone: it demands
some kind of metric for weighing up a diverse dqtaiterns and distributions and innovating
a more efficient overall way of capturing them. dhoontraHaspelmath (1998: 341), | see

no reason why dual analyses might not last quibe@time, and indeed be available within a
single grammar; after all, it is not the indivilspeaker who is responsible for, and who has

to track, any long-term directionality or drift.

5 Conclusion

As far as word classes are concerned, | repeabptré conclusion of a so-far unpublished

draft on parallels between the histories of theangategories D(eterminer) and M(odal):

At present we are inclined to the view that thet ey to characterise a category
typologically is by a notional — principally semert account. See here Croft,
Langacker, and others. Such characterisationw aliee to generalise across
languages, as indeed is widely recognised, e.glumdleston (1984: 74-5) in his
contrast between (often notiongbneral definitions and (structurally defined)
language-specific definitions. However, a definition which worksoss-linguistically
is also one which should work diachronically acrassngle language at different
periods of its history, and that is why we findttb&the linguistic domains we have
considered here, it is semantics which seems nesies There are nouns in Old
English and in PDE, and as a class they meant timgcsame then as now. However,
their distributional and formal properties, thowgiimilar, are certainly not the same in
OE and PDE. The more transient word classesthiése we have studied in this
paper, may actually have no lexical members avengiime (arguably true in OE of
both D and M), even though the meanings associwithdhe classes (e.g.
definiteness for D, modality for M) can be expresseOE by other means. A lexical
class as a whole, then, considered as a morphasigntategory of phonetically non-
null words, is neither fixed nor universal. (C@gnison & Spinillo 2006)

Holger Diessel (2008) has drawn attention to the-maiversality of all categories apart
perhaps from N, V and Demonstratives/Deictics. sTgives typological support to a
‘surfacey’ syntactic analysis which only recognitfesse categories that have non-null
membership in a given language, rather than pgséman axiom that all languages must
make full use of a fixed, universal set of categeri

As for syntactic constituency, while it certairgives a frame for the analogical

category changes of 82, it hardly plays any sigaiit part in those changes — and indeed,

Y Though cf. Labov (1994: 580-6, also cf. 65—6, 5&5probability matching.



Denison, ‘Category change + structural change'sieer14/8/2009, p.21 of 23

probably any grammatical model would do. For thestegory changes that involve
structural reconfiguration (83), constituent stawetnicely represents the earlier and later
states, but in itself it doesn’t explain anythiagd certainly not directionality (though see
here Roberts’s claim that ‘grammaticalisation vgaals upward and leftward in the syntactic
structure’ (this vol.); grammaticalisation playpaat in all the examples | have discussed but
for the N > A ones. Where category change involvesw category (84), constituent
structure representations can do little more tloantrast the old and the new — the latter only
when changes have crystallised and new patterres liean formed. Again, structural
representations are not explanatory of the chamaehias taken place, and they cannot
represent incipient change at all. Of course walrie confirm that the very limited set of
examples considered in this paper are reasonghggentative of category change, but the
interim conclusion is that constituency has reatly offered much help.

To some extent Construction Grammar (in mostsovarious flavours) may reduce
the discomfort of underspecification, by focussamgthe whole rather than the parts:
guestions such as whethrebbishin a rubbish ideas N or A (see §2.3 above), whether
behalfin on behalf of my familis an independent noun or serves as part of a-thoed
preposition, can be relegated to a secondary ceragidn and possibly left undecided. But
the parts cannot be ignored altogether. Here dissipility of dual or multiple inheritance
allows a construction to inherit properties of @iffint constructional schemas. | leave this
point undeveloped now, but it has in any case loksoussed in more detail by Traugott &
Trousdale (this vol.).

In these pages | have been explicitly exploringgary change. Implicitly, however,
given the major role that category change playgammaticalisation, the claims translate to
claims about grammaticalisation and gradience. chiadlenge now is to widen the evidence
base and to demonstrate convincingly the explapgimwer of Construction Grammar and

gradience in modelling grammaticalisation.
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