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Microdata for Small Areas 

1. Introduction 

The 1991 UK Census was the first from which samples of microdata (termed Samples of 

Anonymised Records or SARs) were released. Two files were extracted. The first was a 1 

percent sample of households and all the individuals enumerated within those households. 

This file provides very great individual detail (e.g. 358 occupational categories) and allows 

linkage between all individuals within the same household. In recognition of this level of 

detail, the geographical threshold is set at about 1.6 million popUlation - the size of the 

smallest standard region in 1991. The second file was a 2 percent sample of individuals with 

greater geographical detail - 120K popUlation threshold - and a resultant reduction in 

individual detail; for example, there are only 73 occupational categories. Each file has been 

carefully designed to ensure the confidentiality of the respondents, based on the assumption 

that there is a three-dimensional trade-off between sampling fraction, individual detail and 

geographical detail. 

Both files have been widely used within academia and, to a rather lesser extent, by policy 

analysts in central and local government. The topic coverage and detailed information 

contained in the SARs have allowed multivariate analysis at the appropriate unit of analysis -

individual, family or household - with user-defined variable categorisations. By comparison 

with the pre-tabulated small area statistics the SARs have proved simple to use with standard 

software packages and have provided enormous flexibility. 
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The Individual SAR provides the greatest geographical detail available on any nationally-

representative microdata dataset within the UK. The fact that the sample is drawn from a 

complete population census means that, unlike traditional surveys, there is little additional 

cost incurred by increasing the sample size and using a geographically stratified sampling 

design. However, the geographical units identifiable in the Individual SAR have often been 

larger than desirable and are not always the most appropriate for the required analyses. This 

has led to user demands for finer geographical areas with the possibility of flexible 

aggregation to larger areas according to the analysis being conducted. 

These requests, together with the recognition that, in terms of confidentiality, there is a trade-

off between individual detail, sample size and geographical detail, has led to a proposal to 

establish the viability of samples of microdata for small areas - or Small Area Microdata 

(SAMs). The theoretical rationale for SAMs is set out below. 

2. The rationale for small area micro data 

2.1 The role of place 

At the heart of the rationale for small area micro data is the debate over whether locality or 

geographical area plays an independent explanatory role over and above individual and 

household level characteristics. Do multivariate relationships between individuals and 

households vary between areas, or, does any apparent variation disappear once appropriate 

individual and household-level control variables have been introduced? 

The disciplines of sociology, economics and geography both provide a considerable literature 

on the role of place and its influence on social processes. Within sociology, the importance of 
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place may be traced back to the community studies of the 1960s, followed, in the mid-1980s 

by research programmes such as the Economic and Social Research Council's Social Change 

and Economic Life Initiative, designed to examine the impact of local labour markets on 

economic activity and employment patterns. Within medical sociology, the local area has 

again been identified as playing a significant role over and above the characteristics of the 

individuals who live there. Macintyre (1997) distinguishes three kinds of spatial effects: 

compositional (the result of the characteristics of the people in the area); collective (the 

impact of group characteristics, for example, disruptive neighbours; or the impact of bright 

and able pupils on other pupils); and context (the physical environment and resources 

available). Thus high levels of unemployment in a particular area have a compositional 

element which results from the characteristics of the residents. A collective effect may be 

apparent through reduced social interaction between residents and a contextual effect evident 

in the deprived and run-down state of the area. This contextual effect may have a direct 

impact on employment opportunities through, for example, employer discrimination based on 

the address or postcode. It may also impact through the absence of facilities, such as public 

transport, that affect one's ability to get to work. In the example of health, local environment 

may have a direct impact through levels of pollution and noise, poor street lighting and lack 

of open spaces. 

Within social geography, the role of place has been important for a considerable time. The 

time-geography of Hagerstrand (1973) explored how individuals moved through space in 

their daily lives. Research at the Centre for Urban and Regional Development Studies at the 

University of Newcastle has developed the potential for linkage between, for example, 

individual and spatial factors ( e.g. Coombes and Raybould, 1997). Other approaches have 
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been aimed at demonstrating spatial variation, often through social atlases and mapping 

techniques, for example, Dorling's social atlas of Britain (Dorling, 1995). 

From these examples it is possible to distinguish locality-specific research from the analysis 

of geographical variation. Locality specific research is primarily confined to a better 

understanding of specific places, often theoretically chosen to provide contrasts or driven by 

policy concerns. Analysis of geographical variation, by contrast, usually has a national-level 

focus and seeks to establish and explain the role of place, usually using multivariate statistical 

modelling. Questions addressed by the latter approach might include: 

• Is unemployment explained solely by individual characteristics? 

what is the role of the local labour market and locality? 

• Is the relationship between age, gender, social class and ill health the same across all 

geographical areas? Can we identify those areas that appear to be beneficial or 

detrimental to health? What are their salient characteristics? 

• Do the housingl employment experiences of minority ethnic groups vary by area, after 

controlling for individual & family characteristics? Can we identify the role played by 

area? 

• What is the extent and pattern of multiple deprivation? 

A specific example of how questions relating to the role of place can translate to policy 

research is provided by the Department of the Environment, Transport and the Regions 

(DETR) in "Guidance on Local Housing Strategies" (DETR, 1998). This stressed that in the 

assessment of future housing needs by local authorities for their housing strategies it was: 

, ... important to identify the differences between areas within the local authority when 
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assessing needs e.g. rural versus urban, and between different types of people e.g. the needs 

of black and ethnic minorities may differ from other residents ofthe area'. 

Empirical research which has addressed geographical variation has, to date, been conducted 

using census microdata, firstly through the Office for National Statistics' Longitudinal Study 

(Dale, 1993), and, since 1993, through the SARs. These datasets provide nationally 

representative samples with the necessary individual detail and geographical detail to 

identify geographical variation controlling for individual or household characteristics. 

Analysis has been facilitated through the availability of statistical models and software tools 

(e.g. MLWin, STATA) that are able to capture the multilevel structure of individuals, 

households and locality as well as the computing power that is needed to run the models. 

National-level census microdata has been used to identify area-level effects in women's 

employment (Ward and Dale, 1992); in health status (Gould and Jones, 1996); in 

unemployment (Fieldhouse and Gould, 1998) and in the development of local government 

policy indicators (Gardiner, 2000). However, these studies have been hampered by a 

geography that is not well tailored to the research question and is unable to identify the 

locale. Proposals for small area microdata are designed to overcome this constraint by 

providing micro data with sufficient geographical detail to support analyses of compositional 

versus contextual effects. In section 3 we provide examples of models developed in the 

context of unemployment, that demonstrate the value of being able to include locality as well 

as higher level geography. 
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2.2 An appropriately specified model 

Even where locality is not the prime focus it is important that statistical models recognise the 

geographically clustered nature of census data. If the natural clustering of these data is 

ignored in the models used, then there is a danger that the estimates of standard errors will be 

biased and this may lead to statistical significance (or non-significance) being falsely 

attributed to estimates. We illustrate this by providing examples in section 3, below, of 

analyses with and without terms to represent geographical area. 

2.3 As complementary to the Standard Tables and Census Area Statistics from the 2001 

Census 

A third role for small area microdata would be as a complement to the aggregate statistics 

from the 2001 Census. The 2001 Standard Tables and Census Area Statistics will provide 

100% data for a large set of pre-specified tables. Because of their fine geographical definition 

and the fact that they contain complete population data, the amount of detail in these tables is 

highly constrained. Inevitably practitioners want further disaggregation and more complex 

tables in order to identify more precisely the characteristics of particular areas. Tables are 

typically constrained to include only 3 or 4 variables - for example, economic activity by 

ethnic group for the population aged 16-24 and 25-74 in England and Wales (Ethnic group 

Table ETHOS). This table does not allow distinctions by sex or by detailed age-group -

although economic activity levels vary considerable by both. Additional individual-level 

characteristics known to be important in explaining unemployment - for example, 

educational qualifications - cannot be included. Thus the policy analyst is not able to assess 

whether the variation in levels of unemployment between areas is explained solely by the 

characteristics of the residents. These questions have important policy implications. 
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Practitioners are often forced to bring together infonnation from two or more discrete 

tabulations in order to establish the characteristics of an area. This runs the risk of making 

inferences about individual relationships from aggregate data. The problems of the ecological 

fallacy are well recognised (Robinson, 1950) but are hard to avoid when multi-way tables are 

not available for the variables of interest. Small Area Microdata can be used to complement 

aggregate 100% census tables to overcome many of these problems. SAM can provide multi-

way tables which avoid the need to base individual relationships on aggregate data. However, 

this benefit of microdata is only possible because SAM have other restrictions, necessary in 

order to ensure confidentiality. The most relevant restrictions in this context are a relatively 

small sampling fraction and a population threshold that is much higher than the most detailed 

geography available in the Census Area Statistics. The two data sources (SAM and CAS) are, 

therefore, complementary and section 3.4 discusses the methods by which this 

complementarity can be exploited. 

3. Empirical examples of the value of SAMs 

3.1 Data 

The Office for National Statistics has made available to us, under strictly controlled 

conditions, population data from the 1991 Census for seven local authorities!. Although the 

identities of these authorities are not known, they include inner city areas, rural areas and 

larger metropolitan cities. 

IONS supplied us, under contract, with anonymised and non-disc1osive data from the 1991 Census for seven 
UK local authorities. The data were kept in a secure environment, with access limited to members of the project 
team. The data were returned to ONS when the work was completed. For the purposes of the contract, the 
Centre for Census and Survey Research was a supplier of services to the Registrar General for England and 
Wales and the 1991 Census Confidentiality Act applied. 
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We extracted from this database a 10 percent sample of households (based on that used by 

ONS). These households have ED pseudo-identifiers which allowed further sampling to 

include geographical stratification whilst concealing the identity of areas. 

From these data we have extracted samples of individuals at population thresholds of 

approximately 5K, 1 OK, l5K and 30K, for sampling fractions of .05 and .10. These different 

sample designs have been assessed for analytical utility against confidentiality. 

Confidentiality assessment is discussed in section 4. 

3.2 The role a/place: Modelling unemployment with area distinctions 

In section 2.1 we outlined the theoretical reasons for wishing to establish the role of place. In 

this section we provide some empirical examples using the prototype samples of small area 

microdata described above. 

Previous research on unemployment has demonstrated how the risk of unemployment varies 

at a range of geographical scales, even after controlling for individual characteristics. This 

might be, for example, at the level of the local labour market (Fieldhouse and Gould, 1998) 

or the level of the neighbourhood (Fieldhouse, 1999). Using an area classification on the 2% 

SAR, Fieldhouse and Tranmer (forthcoming) show that there is still considerable variation in 

unemployment between neighbourhood types after controlling for individual characteristics 

and labour market level differences. However, it is not currently possible to apply this 

knowledge to specific localities. 
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Small area microdata would overcome this constraint by providing identifiable local labour 

markets and, depending on the population threshold, might also provide identifiable 

localities. However, in the analyses presented here confidentiality requirements prevent us 

from identifying the geographical areas used. Nonetheless, in the context of an analysis of 

unemployment, we can show the proportion of variance that relates to the area of residence 

rather than to individual characteristics. 

Figure 1, based on 1991 census test data for seven local authorities, shows a decomposition 

of variance between the individual, SAM areas of 30K population, and the local authority 

district. This analysis of unemployment includes a full set of individual characteristics: ethnic 

group, UK born, higher qualifications, age group and family composition. Figure 1 shows 

there is a substantial amount of variation between sub district areas, even with a fairly crude 

(30K) geography. This is above and beyond any variation between districts. Using this type 

of approach it is possible to understand the extent and correlates of unemployment at a 

variety of different scales. Furthermore, by examining the predicted and residual values it is 

possible to see which areas have higher than expected levels of unemployment given their 

social and economic composition. 

For the null model we see that around two-thirds of the area-level variation - that is, the 

variation at areas above the individual level - is at the 30K population threshold. When we 

allow for a range of socio-economic characteristics in the full model, there is less area level 

variation as the composition of the area is now included in the model. However, the majority 

of the area level variation remains at the 30K threshold level rather than at district level. 
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Figure 1 Variance components for three level model of unemployment for 7 test areas 
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Figure 2 shows a decomposition of variance in unemployment using a hierarchical (nested) 

multi level model within a single local authority, which we call 'Ambrosia', with three 

different levels of geography defined. The explanatory variables are the same as in the 

previous model. Precedence is given to higher levels; the extent of variation at the smaller 

scale, in both the null model and the model with controls, shows that for this type of analysis, 

designed to identify spatial differences in unemployment, it is important to have the finer 

geography. This is likely to apply to almost any analysis, as smaller areas are always more 

homogenous than larger ones. The identification of area-level differences tells us that there is 

an explanatory role for place, even when a full set of individual control variables are 

included. 
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Figure 2. Decomposition of variance in a four level model of unemployment for' Ambrosia' 

Figure 2 is also important in telling us which geography might be the most useful. When 

modelling the four different levels simultaneously there is substantially more variation at the 

lower level of geography (7.Sk threshold) than there is at the higher (30K threshold). This 

would suggest that, for the analysis of unemployment at least, it is important to have fine 

geographical detail in small area microdata. 

We pointed out, above, that this analysis is using confidential test data and therefore we 

cannot identify the areas from which the data are drawn. In the 'real-world' we would wish to 

use the smallest available area as the locality and then to aggregate localities to form travel to 

work areas. Used at a national or regional level, we could extract residuals to identify those 

areas which have higher unemployment even after including a wide range of individual-level 

characteristics. We might also include explanatory variables at each of the area-levels 

identified in order to assess the reasons for the area-level effect. 
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would suggest that, for the analysis of unemployment at least, it is important to have fine 

geographical detail in small area microdata. 

We pointed out, above, that this analysis is using confidential test data and therefore we 

cannot identify the areas from which the data are drawn. In the 'real-world' we would wish to 

use the smallest available area as the locality and then to aggregate localities to form travel to 

work areas. Used at a national or regional level, we could extract residuals to identify those 

areas which have higher unemployment even after including a wide range of individual-level 

characteristics. We might also include explanatory variables at each of the area-levels 

identified in order to assess the reasons for the area-level effect. 
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Sample size for SAM areas is an important consideration, but should not be approached 

purely from the basis of the size required to achieve a given level of precision for individual 

areas taken in isolation. As discussed in section 3.4, multilevel modelling provides one way 

of improving local area estimates via shrinkage by considering them in the context of the 

other areas. However, analysts often want to extract residuals and these are more heavily 

influenced by small numbers. It is therefore a priority to maximise sample size to the extent 

that this is compatible with ensuring confidentiality and sufficient individual detail. 

3.3 An appropriately specified model 

Normal regression techniques do not take into account the clustered nature of individuals 

with particular characteristics. This can affect the parameter estimates and their sampling 

errors, with the result that characteristics may appear significant when, with a more 

appropriately-specified model, they are not. 

Table 1 shows the change in coefficients for various ethnic groups within a full model of 

unemployment. In column 1, using a logistic model, geographical area is not included. In 

columns 2-4 different random intercepts for different sized geographical areas are included in 

a series of multilevel models. The final column shows the effect of ethnic group when 

geography is added as a dummy variable in a logistic regression. 

Without area included, we can see that both Indian and Pakistani groups are significantly 

more likely to be unemployed than the reference category (whites). However, once area is 

included - even as a dummy variable - Indians are no longer significant in the model. The 

addition of an area-level indicator to the model reduces the standard error of the estimate, 
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although only slightly, and considerably reduces the size of the parameter estimates. The 

benefit of the multilevel model over the logistic model is that it allows explanatory variables 

to be added at the area level and, as we see below, also allows the use of shrunken estimates 

to improve the precision of local area estimates. 

The results from this table are also of interest because they identify unemployment patterns 

that are counter to those usually found at a national level. For example, by comparison with 

the white reference group, unemployment is higher for Pakistanis than for Bangladeshis. This 

demonstrates the importance of area-level differences. (A re-analysis using a 10% sample 

produced very similar results.) 

Table 1. Parameter estimates and sampling errors for different model specifications. 

Logistic Multilevel, Multilevel, Multilevel, Logistic + areas 
model with no 30K 15K 7.5K of 30k threshold 
geography threshold threshold threshold 

Indian .45 (.20) * .26(.21) .27 (.22) .27 (.22) .23 (.21) 

Pakistani 1.31 (.14) * 1.09 (.15) * 1.04 (.15) * 1.06 (.15) * 1.08 (.15) * 

Bangladeshi .72 (.38) .44(.41) .45 (.41) .51 (.41) .41 (.34) 

3.4 An addition to the Census Area Statistics 

We argued in section 2.3 that microdata can provide important cross-tabulations and 

disaggregations not available with the 100 per cent data. For example, Simpson (2000) has 

identified the need for detailed economic activity rates by age and sex for each ethnic group 

in order to make labour force forecasts in multi-ethnic areas. However, the small area sample 

sizes typical of SAM means that local area estimates from such tabulations have low 
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precision and therefore large confidence intervals. To compensate for small sample sizes, 

synthetic estimation can be used to combine the SAM with 100% aggregate data from the 

census for the same geographical area. Synthetic estimation 'borrows' information from 

relevant other sources to improve point estimates and their precision. 

Here we have used a number of different models to demonstrate the potential of synthetic 

estimation - both to improve the precision of estimates from small area micro data and also to 

extend 100% aggregate tables from the census. 

i. Using population data from the census tabular output to improve SAM estimates 

An obvious source of local population data are the aggregate tables from the census. The 

margins on the SAM tabulations can be compared with tabulations available from the 100% 

census tables, recoding the SAM variables, if needed, to achieve comparability. As a 

consequence of the sampling variance in the SAM, the SAM tabulation will not exactly 

match the 100% table, and sometimes, particularly for small areas, the discrepancy can be 

large. Various equivalent approaches to achieving consistency are possible. 

Simpson (Bradford City Council, 1996) used Iterative Proportional Fitting to ensure that local 

area disaggregate estimates of economic activity matched aggregate totals. In this algorithm, 

described in detail by Rees (1994), the frequencies in the disaggregate tabulation are 

successively scaled to match the known margins, while maintaining the interactions of the 

original microdata. Rindskopf (1992), approaching the problem as one of missing data, 

provides an alternative algorithm that uses composite link functions in a generalized linear 

modelling framework, one that can be more easily implemented in standard software. 
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Viewing the problem as one of missing data suggests the approach of using the sample SAM 

to fill in the missing data in the 100% table, in other words to generate population microdata. 

This has been long used in geography under the name of micro-simulation and in this specific 

context by Williamson et al (1998). Recent developments in statistics in the field of multiple 

imputation (e.g. Rubin, 1987; Schafer, 1995) and other Bayesian based simulation estimation 

provide additional theoretical support together with the prospect of the integration of these 

methods into standard software (e.g. STATA's HOTDECK procedure, Mander and Clayton, 

1999). 

ii. Using SAM tabulations from other areas to improve estimates for a given area 

SAM based local area estimates vary one from another as a consequence of both true local 

variation and sampling variance. It has long been known (James and Stein, 1961) that 

improved estimates of individual values in a sample that are subject to measurement error can 

be obtained by shrinking the naIve values towards the sample mean. Longford (1999) sets out 

how this can be done using small area microdata. In a number of cases, even where the 

estimation technology looks sophisticated, the synthetic estimate boils down to a weighted 

average of the naIve local area estimate and the overall mean. The weight depends upon the 

variance among the local areas, the sample size available in the local area and that available 

in the whole area of interest. In the simple case the 'shrunken' estimate of a local area 

proportion is 

PI* = (cr2 PI + VI p)/(cr2 + VI ) 

where PI and p are the naIve local and overall estimated proportions, cr2 is the between area 

variance in the true local area proportions and VI is the local area sampling vanance. 
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Compared to the naIve estimator the mean square error for this shrunken estimator IS 

expected to be smaller by a factor of 1/(1+ Vj /cr2). In Longford's example of economic 

activity rates among young men the estimated standard errors of the local area estimates were 

1.13 to 2.15 times smaller than the naIve estimates, the greatest benefits being obtained for 

the areas with the smallest sample size. 

In the univariate case these methods can be implemented in a spreadsheet, but more generally 

are not difficult in any software implementation of random effects models that allow the 

estimation of random effects/shrunken residuals or empirical Bayes estimates. These include 

MLWiN (Goldstein et aI, 1998) and the STATA procedure GLLAMM (Rabe-Hesketh, 

Pickles & Taylor,2000). 

111. Using SAM tabulations for some other correlated variable 

One can borrow information about spatial variation from groups other than the particular one 

that is the focus of study by the use ofmultivariate shrinkage. For example, Longford (1999) 

illustrates how information on economic activity rates among whites can be used to increase 

the precision of estimates for ethnic minorities. Imprecise estimates of spatial variation 

among non-whites are here shrunken towards the much better estimated pattern of variation 

among whites. The improvement in precision so derived can be considerable. 

IV. Using SAM and population data for a correlated variable 

Standard survey analysis provides numerous examples of the potential benefits in precision 

available from the use of 'regression estimators' and 'post-stratification', by variables that 

characterise the popUlation structure. Tranmer and Steel (1998) found that housing tenure, 
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housing type and older age groups were important variables to characterise population 

structure at local area level, and referred to these as 'grouping variables'. If, for example, local 

housing tenure totals are known, and housing tenure is related to unemployment, then more 

precise estimates of local unemployment can be obtained by an appropriately weighted sum 

of the tenure-specific unemployment rates (where the weights for each area are the known 

tenure proportions) than by using the sample mean by itself. The proposed approach 

essentially involves a combination of the ideas from (i) and (iii) above and could well offer 

an approach of considerable power, although it is still in its infancy. 

In the following section we use an empirical example of how small area microdata can be 

complemented by using standard census tabular output for the same variables and the same 

areas and also by using SAM tabulations from other areas. These methods can be used to 

improve the precision of sample estimates for small areas and can also be used to extend 

100% census area tabulations beyond those already available. 

3.5 An applied example using Small Area Microdata with (i) SAM tabulations from other 

areas and (ii) 100% aggregate census tables 

The examples reported below are designed to: 

a) improve the precision of estimates based on the microdata and 

b) add extra dimensions to 100% Standard Tables or Census Area Statistics by synthetic 

estimation. 

Both can be achieved by combining microdata estimates with aggregate data. Appendix 1 sets 

out a simple schematic table to demonstrate this. A series of modelling approaches have been 
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used, all based on the example of predicting the unemployment rate for non-whites in one 

unknown local authority, termed Ambrosia. The data used are prototype SAM representing a 

5% sample for 30 sub-areas of Ambrosia, each with a 15K population threshold Each 

approach is described in turn, starting with the most simple. The results from applying each 

model are shown in Table 2. 

Approach 1: Using small area microdata and simple logistic regression (M1) 

A simple logistic regression model may be used to predict the unemployment rates for non 

whites in each of the 30 areas, based on fitting the model: 

to the non whites data only, where 30 dummy variables (and no intercept) are included, one 

for each area. The estimates are the logits of the estimated unemployment rates for each area 

and can be easily transformed into predicted probabilities. Confidence intervals may also be 

derived from the standard errors of these estimates. Although this method uses all the SAM 

data, the predicted unemployment rate for each area is only based on the SAM data for that 

area. 

Approach 2: Using small area microdata in a multilevel logistic framework. (M2) 

Pi) = Pi) + ei) 

In this approach we use data for all 30 areas and both whites and non-whites for the 

estimation of unemployment rates among non-whites for a particular SAM area. The model 

may be fitted in any multilevel modelling package and we used MlwiN, based on the 

penalised quasi likelihood (PQL) procedure. The model is 
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Where 

x ij is a variable that takes the value 0 for white and 1 for non-white. Thus we can obtain 
estimates for each area using 

where 

are the estimated coefficients ofthe constant and non-white respectively, and 

are the area level residuals of these coefficients. 

Estimates may be obtained for each area on the logit scale with confidence bounds from the 

corresponding standard errors obtained from the fixed and random parts of the model. These 

can then be transformed to the probability scale. This approach uses all areas in the analysis 

and 'borrows strength' from the other areas to derive the estimates for each area. 

Approach 3: Combining small area microdata with marginal informationfrom 100% tabular 
data in a multilevel model (M3) 

In this model, information about some relevant margin obtained from the 100% aggregate 

tables for each SAM area is included as an explanatory variable. 

Logit (p ij) = j3 0 + f3 1 X ij + f3 2 Y j + u 0 j 

Where 

Yj 

is the proportion of all people in the popUlation of interest who are unemployed in area j. This 

information is based on the appropriate cells for the margins of the table (see Appendix 1). 
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Because we are using a multilevel approach we are also 'borrowing strength' from the other 

areas. 

Approach 4: Combining small area microdata with marginal information from 100% tabular 

data using a logistic model (M4) 

We can simplify this approach by using a logistic model so that we are still combining data 

from 100% tabular data and SAM, but we are no longer borrowing strength from other areas 

as we were in the multilevel approach. The logistic model is very easy to fit in packages such 

as SPSS. The logistic model is as in (3) above but without the area level residual terms and is 

written as: 

Approach 5: Combining small area microdata with information from two margins of a 100% 

table in a multilevel model (M5) 

This final multilevel approach uses the 100% aggregate data for both the unemployment and 

non white margins of the table, together with the sample statistics from the SAM. The model 

IS 

Where 

Xi 
is the proportion of non whites in the SAM area, derived from the 100% tabulations. 
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Using each model we have estimated the unemployment rates for non-whites in one local 

authority district (Ambrosia) for five of the 30 areas defined in the microdata files. These are 

shown in table 2 with their associated confidence intervals. We have also obtained the true 

values of the unemployment rates (shown as 'truth' in the table) from the corresponding 100% 

data from which we drew the sample. The population is the economically active. 

Areas 1,2 and 3 have fewer than 100 non-whites in the total population of the economically 

active and 2, 3 and 4, respectively in the sample of micro data. Areas 4 and 5 have much 

bigger populations of economically active non-whites with samples of 57 and 60, 

respectively, in the microdata. 

Table 2: Unemployment rates for economically active non-whites in Ambrosia SAM 
areas 

Ml M2 M3 M4 MS Truth 

Area 1 
Pred .00 .20 .12 .12 .11 .11 
Lo .00 .15 .09 .10 .09 
Hi 1.00 .27 .15 .14 .14 

Area 2 
Pred .00 .19 .12 .13 .13 .12 
Lo .00 .15 .10 .11 .11 
Hi 1.00 .27 .16 .15 .16 

Area 3 
Pred .00 .20 .11 .11 .11 .07 
Lo .00 .15 .09 .09 .09 
Hi 1.00 .27 .14 .13 .13 

Area 4 
Pred .30 .30 .30 .28 .31 .33 
Lo .19 .22 .26 .26 .28 
Hi .43 .38 .34 .31 .35 

Area S 
Pred .25 .23 .22 .22 .19 .23 
Lo .16 .17 .18 .18 .16 
Hi .37 .30 .26 .26 .21 
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M 1 Logistic regression model of SAM data only 
M2 Multilevellogistic model SAM data only 
M3 Multilevellogistic model SAM + CAS margin for unemployment 
M4 Logistic SAM + CAS margin for unemployment 
M5 Multilevellogistic model SAM + CAS margins for unemployment and non-white 
Truth True values of the unemployment rates for non-whites as obtained from 100% SAM data 

Pred is predicted value, Lo is lower bound of95% confidence interval, Hi is higher bound of95% confidence 
interval. 

From table 2 we can see that the estimated rates of unemployment are much improved by 

borrowing strength from other areas or by including the marginal values of unemployment 

from the 100% aggregate tables as a predictor. This is particularly important in areas with 

very small numbers of economically active non-whites in the sample. In general, the logistic 

model (M4) is almost as good as the multilevel model (M3) but much simpler to apply. 

Interestingly the addition of the non-white marginal to model 5 does not lead to an obvious 

improvement in the estimates. 

In general these results show that imprecise estimates with large confidence intervals that 

arise from the SAM can be greatly reduced by combining the SAM data with other census 

data under a model based approach. Prediction intervals could also be calculated and these 

would behave in a similar way to the confidence intervals. The methods illustrated can be 
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which different outputs from the census can be used to complement each other. 

3.6 Small Area Microdata as a pre-cursor to using an on-line tabulation service 

If an on-line tabulation system is provided by ONS which allows access to 100 percent data 

at a speed and cost acceptable to the user this will be preferable to basing tables on sample 

data. However, tables released by ONS will, of necessity, be carefully monitored for 

confidentiality and may not provide all the multivariate break-downs required. Even where 

required break-downs are allowed, SAM can provide a test-bed to ensure that tables 

requested are, indeed, those needed by the analyst. In addition, where complex sets of derived 

variables are needed it will be important to test these fully before submitting to ONS. In all 

these circumstances small area microdata can play a valuable role. 

4. The confidentiality risk associated with different population thresholds and different 

sample sizes 

Confidentiality IS a crucial issue in the above proposals and has been extensively 

investigated. In this section we outline the framework used to address confidentiality and then 

report results which assess the risk to confidentiality of different sample sizes with differing 

population thresholds. 

The decision by ONS to release the 1991 SARs was taken in the light of extensive evidence 

on the risk of disclosing information about individuals or households through identification. 

An ESRC working party chaired by the late Cathie Marsh estimated that the per record risk of 

identification of individuals in the SARs was negligible (Marsh et aI, 1991). More recently, 

we have been able to reassess this work with the benefit of access to a much wider range of 
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data sources. This has confirmed the level of risk estimated by Marsh et al and suggested that, 

if anything, the risk is lower (Dale and Elliot, 2001; (http://les1.man.ac.uklccsr). The results 

of this work therefore allow us to use the 1991 SARs as a base-line against which to assess 

the risk of identification from a range of specifications for small area microdata. 

Further work on confidentiality (Elliot et aI, 1998; Elliot and Dale, 1999) has provided a 

broader framework and more extensive range of measures for assessing the risk of 

identification. This included identifying the scenarios under which attempts at disclosure are 

most likely to occur and the kinds of local information that may be used in such an attempt. 

This provides the basis upon which standard 'key variables' are defined - that is, those 

variables most likely to allow identification of an individual in the sample dataset by 

matching with an outside dataset. This work has also shown that there is a clear trade-off 

between geographical detail, sample size and detail relating to individuals and households 

(Elliot and Dale, 1998). Table 3, using the local authority population data described above, 

demonstrates this using a measure of disclosure risk - oh, percentage of sample uniques that are 

unique in the population - which provides a more realistic assessment than the level of 

uniques in either the sample or the popUlation. We are able to calculate this measure for a file 

specification comparable to that of the 1991 Individual SAR and then assess alternative 

specifications against that base-line. Seven key variables are used: age, sex, ethnic group, 

migration status, economic status, tenure and marital status. These variables were selected as 

holding information that could be obtained about an individual by informal methods, for 

example .lk;" to neighbours and personal knowledge. 

Based on the parameters of the 1991 Individual SAR file, and the variable coding used with 
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that file, about 17% of sample uniques on this set of key variables are also population unique. 

This figure provides a benchmark against which to assess alternative specifications. To test 

the extent to which reduced individual detail offsets the effect of increased sample size and 

reduced population threshold we have grouped age into 5-year bands (19 categories); reduced 

the number of ethnic categories to four and reduced economic status from 11 to 4 categories. 

We can see that, with this reduced detail, we get similar values to that for the SAR 

specification (17.5%) at very small geographies if we keep the sampling fraction low, or, at 

larger geographies (8K or 16K) if we increase the sampling fraction to 5%. Generally, these 

figures suggest that sampling fraction has a much larger impact on the risk of correct 

identification than geography. 

Table 3 Percentage of sample uniques which are also population unique by geography 
and sample size 

Key variables: 
Age (19), sex (2), ethnic group (4), migration (4), economic status (5), tenure (6), marital 
status (5) 

Sample Area size 
4K 8K 16K 32K 

2% 15.8 12.7 10.6 8.8 
3% 17.8 14.8 12.8 10.8 
4% 19.6 16.8 14.7 12.6 
5% 21.4 18.4 16.3 14.3 
10% 28.5 25.5 23.5 21.3 

Area size 4K 8K 16K 32K 120K 
% population unique 10.49 6.90 4.42 2.77 8.96* 

* extended key: age (94), sex (2), ethnic group (10), migration (4), economic status (11), 
tenure (6), marital status (5) 

120K 
17.5* 

An alternative basis for estimating riskhas been developed by Elliot (1998) and formalised 

by Skinner. A detailed description of the method, termed Disclosure Intrusion Simulation 
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(DrS) . is given in Appendix 2. It has the benefit that it does not require population data. 

Extensive validation shows that, within a very wide range of parameters, it generates the 

same results, based solely on a sample, as are generated using population data (Elliot, 2000). 

From this general method, two specific measures have been derived: 

i. The probability of a correct match given a unique match. This estimates the 

probability of a record from an external file correctly matching a record in a sample 

given that it has matched that record uniquely (assuming the data in each file are 

recorded identically, using the same coding regime, for the same time period). It 

represents the probability faced by an intruder who has matched a sample file with an 

external file and identified all the unique matches. 

ii. The probability of a correct unique match. The probability that an arbitrary record 

from an external file will correctly match with a unique record in the target file. This 

represents the probability an intruder would face trying to match any given record in 

an identification file to a target file. 

These measures have been used to compare various formulations of SAM files against a 

baseline measure of the 1991 Individual SARs. Two types of analysis have being conducted: 

Additional impact analyses. These take a standard key variable set consisting of age, 

sex and marital status and examine the effect of adding each other variable to that 

basic set. 

Scenario based analyses. This uses a set of disclosure risk scenarios defined by Elliot 

and Dale (1998) to identify a set of key variables selected to represent the most likely 
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scenarios in which an attempt to breach confidentiality might occur. The scenarios 

were: 

Scenario la: Demonstrative Political attack: Variables: age, sex, marital status, economic 

activity, ethnic group, country of birth, migration in the last year, tenure, and long term 

limiting illness. 

This assumes a political group acting in collusion with respondents who provide them with 

copies of the information given on their census forms. We have avoided variables which give 

information about other individuals, apart than the colluding agent, on the assumption that 

this would go against the underlying rationale for the attack. 

Scenario lb: Demonstrative Political attack: full set. This is the same as above except that all 

variables are used. This can therefore be used as a measure of whole file risk and allows 

comparison between using a restricted set of keys and all the variables in the file. 

Scenario 2a: Private Database Cross Match: Age, sex, marital status, number of cars, 

number of dependent children, workplace, distance of journey to work, number of residents. 

The variables in this scenario are based on those most likely to be available to a large 

commercial company collecting lifestyle data. 

Scenario 2b: As with 2(a), except with the addition of: occupation employment status, 

number of earners, tenure. 
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Scenario 3: Journalist using information about colleagues: sex, marital status, economIC 

activity, occupation, industry, age, address one year ago, ethnic group, long tenn limiting 

illness, presence bath and wc at home. 

Assessments were conducted on sampling fractions of 5% and 10% with geographical 

thresholds for 5K, 1 OK, 15K and 30K for a range of variable specifications. Those reported 

here represent a 5% sampling fraction with 5K and 10K population thresholds. They were run 

on data for two of the LADs supplied by ONS. The variable specification for the files is 

shown in Appendix 3, along with the specification for the 1991 Individual SAR, which 

provides the base for comparison. 

4.1 Results 

The additional impact analyses are shown here only as summary values in table 8, discussed 

below. 

Results from the various scenarios are shown in tables 4-7 for the two methods of assessing 

risk and using data from both LADs. Thus Table 4 shows the probability of a correct match 

given a unique match under the various disclosure risk scenarios for Ambrosia, with figures 

for the 1991 SARs and two possible SAM files - with 5K and 10K thresholds respectively. 

The probability of a correct match given a unique match and the probability of a correct 

unique match are both measures of the likelihood of an intruder succeeding in identifying an 

individual in an anonymised dataset. Given this, it is important to stress the low values in all 

cells in tables 4-7. The 1991 SARs have been demonstrated to be effectively safe using other 
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measures (Dale and Elliot, 2001) and our concern here is to compare values for the two SAM 

files (SK and 10K population thresholds) with the 1991 Individual SAR for the appropriate 

SAR area. In table 4 we can see that, under all the scenarios, SAMl produces lower 

probabilities, closer to those for the 1991 SAR, than SAM2. Similarly, in table S, showing the 

probability of a unique correct match, SAM1, with the larger population threshold, 

consistently shows the lower risk level. 

In general, the second LAD, (termed Carnation) (tables 6 and 7) shows a higher level of risk 

than Ambrosia for both the SAM and the SARs. This reflects the different population 

structure of the two areas and indicates the extent to which there is geographical variation in 

risk levels. However, the relative risk values of the SARs and the two SAM files remain 

similar. 

Table 8 summanses all the analyses conducted for both LA areas and the 1991 SAR 

specification. We can conclude that both SAM files show risk probabilities of the same order 

as the SARs, although that for SAM2 (SK threshold) is consistently larger than that for 

SAMl (IOK threshold). This suggests that, manipulating the three main risk parameters 

(population threshold, sampling fraction and individual detail), it is possible to specify small 

area microdata that have levels of disclosure risk very similar to that of the 1991 Individual 

SAR. 
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Table 4 Probability of a correct match given a unique match under several 
disclosure risk scenarios for 1991 SARs and two possible SAMs - Ambrosia file 

1991 SARs SAM1i SAM2 
Sample % 2 5 5 
Threshold 120K 10K 5K 

IN03a 0.056 0.068 0.136 
IN03b 0.326 0.334 0.354 
IN04a 0.043 0.087 0.096 
IN04b 0.148 0.141 0.159 
IN05 0.154 0.087 0.098 
Mean 0.145 0.143 0.168 

Table 5 Probability of a unique correct match under several disclosure risk 
scenarios for 1991 SARs and two possible SAMS - Ambrosia file 

1991 SARs SAM1 SAM2 
Sample % 2 5 5 
Threshold 120K 10K 5K 

IN03a 0.0074 0.0165 0.0223 
IN03b 0.0187 0.0373 0.0440 
IN04a 0.0067 0.0113 0.0174 
IN04b 0.0135 0.0215 0.0281 
IN05 0.0118 0.0099 0.0140 
Mean 0.0116 0.0193 0.0252 

Table 6 Probability of a correct match given a unique match under several disclosure 
risk scenarios for 1991 SARs and two possible SAMs - CARNATION file 

1991 SARs SAM1 SAM2 
Sample % 2 5 5 
Threshold 120K 10K 5K 

IN03a 0.0963 0.1616 0.1848 
IN03b 0.3323 0.4660 0.4988 
IN04a 0.0432 0.0868 0.1064 
IN04b 0.1879 0.1555 0.1836 
IN05 0.1407 0.1079 0.1265 
Mean 0.1601 0.1955 0.2200 

Table 7 Probability of a unique correct match under several disclosure risk scenarios 
for 1991 SARs and two possible SAMs - CARNATION file 

1991 SARs SAM1 SAM2 
Sample % 2 5 5 
Threshold 120K 10K 5K 

IN03a 0.013 0.028 0.032 
IN03b 0.019 0.046 0.047 
IN04a 0.009 0.016 0.022 
IN04b 0.016 0.029 0.033 
IN05 0.015 0.017 0.022 
Mean 0.014 0.027 0.031 
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Table 8 Relative risk of SAM1 and SAM2 compared to the SARs 

Table Metric Analysis Frame File SARs SAM1 SAM2 

2 pr(cmlum) Additional Impact Ambrosia 1.00 1.13 1.50 
3 Pr(ucm) Additional Impact Ambrosia 1.00 0.52 1.06 
4 pr(cmlum) Scenario Ambrosia 1.00 0.99 1.16 
5 Pr(ucm) Scenario Ambrosia 1.00 1.66 2.16 
6 pr(cmlum) Additional Impact Carnation 1.00 1.02 1.04 
7 Pr(ucm) Additional Impact Carnation 1.00 0.42 0.87 
8 pr(cmlum) Scenario Carnation 1.00 1.22 1.37 
9 Pr(ucm) Scenario Carnation 1.00 1.92 2.22 

mean scenarios 1.00 1.45 1.73 
mean additional impact 1.00 0.77 1.12 

mean Carnation 1.00 1.14 1.38 
mean Ambrosia 1.00 1.07 1.47 

mean pr(cmlum) 1.00 1.09 1.27 
mean pr(ucm) 1.00 1.13 1.58 

Mean all 1.00 1.11 1.42 

5 Specifying the SAMs 

Having established the analytic value of small area micro data and presented a thorough 

assessment of the disclosure risk of such samples, we now move on to discuss the proposed 

basis for building SAMs. 

5.1 What sampling fraction? 

Whilst a larger sample size is desirable,risk measurements, discussed above, show that an 

increase from a 5% to 10% sample would have very considerable implications for 

confidentiality and the resultant loss of detail is unlikely to be an acceptable trade-off. We 

have therefore opted for a 5% sample as the smallest compatible with useful data. 
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5.2 What geography? 

There are four key aspects to the question of defining a SAM geography. The first concerns 

the population threshold which SAM areas must exceed to meet confidentiality requirements. 

This has implications for the second aspect, the choice of building blocks used to construct 

individual SAM areas. Essentially this is a choice between wards and census output areas. 

Third, there must be a set of agreed design criteria by which individual building blocks 

(output areas or wards) will be aggregated into SAM areas. Finally there must be a method to 

implement that design. Each is discussed in turn and all have been the subject of extensive 

user consultation. 

5.2.1 What is the appropriate threshold size? 

Geographical thresholds from 5K to 30K were considered. It was concluded that a threshold 

at the lower end of the range would maximise flexibility and maximise the range of policy 

and administrative areas that could be derived from SAMs. Therefore the final tests for 

confidentiality reported above, were based on areas from 5K to 10K. Much greater 

geographical flexibility would be achieved with a 5K threshold, although the risk to 

confidentiality is slightly higher than with a 10K threshold. 

5.2.2 Choosing the building blocks for a SAM geography. 

The new Census Output Areas (OAs) (Martin, 1998a) - which replace EDs as the lowest 

level of census output - and wards were both considered as the building blocks for a new 

SAM geography. There are a number of advantages and disadvantages associated with each. 

It is important to recognise that identification of these advantages and disadvantages is not 

independent of the temporal dimension and will reflect changes in cultural, political and 
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policy concerns. One objective, therefore, has been to try to identify possible future trends in 

the definition and identification of spatial areas for research and policy analysis. Two 

possibly conflicting patterns can be seen at present. On one hand a series of government 

initiatives have led to the creation of a series of action zones, which do not necessarily fit into 

existing (or likely future) census output areas. In contrast there have also recently been 

government proposals for new, or revised, data and information which do relate to more 

traditional concepts of spatial area, such as wards and EDs. The following discussion needs to 

be considered, therefore, within this framework. 

Census OAs have the obvious advantage of their small population size (likely to average 

around 100 households). This will ensure flexibility in zone design and maximise the 

potential to derive a SAM geography of uniform size and shape. Moreover with OAs derived 

from postcodes, they have the advantage of facilitating matching to a wide range of data 

sources. Finally, OAs will aggregate relatively easily into higher levels of geography 

including census wards, districts and other statutory areas. 

On the downside, OAs will not be designed until census enumeration has been completed. 

This may impose a serious delay to the development of SAM geography, since the required 

OA boundaries may not be available until the Census Area Statistics are published. Also, the 

small size of OAs relative to the larger SAM area sizes being considered (between 15,000 

and 30,000) would impose a relatively heavy computational demand (in total there are 

expected to be around 200,000 ~As). Finally, depending on the design criteria used, 

aggregations of OAs within local authority districts may result in SAM areas which do not 

equate, nor aggregate neatly, to any other geographical units, including wards. 
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The main advantage of using wards is that they have inherent meaning among a wide range 

of census users, notably within local authorities, and are used for a wide variety of purposes. 

The relevance of this level of geography for the SAMs has been reinforced by recent 

government announcements about policy and resource allocation mechanisms. For example, 

publication of the Indices of Deprivation (DETR, 2000) represents an important move 

towards the presentation of information at ward level on a consistent basis across the whole 

country. On 10th October 2000 the Government announced that the Neighbourhood Renewal 

Fund would distribute £800 million and that eligibility and basis of distribution of this fund 

would be the Indices of Deprivation 2000. In a closely related initiative the Social Exclusion 

Unit (2000), in a report entitled "National Strategy for Neighbourhood Renewal: a framework 

for consultation" proposed the creation of a set of Neighbourhood Statistics. The initial 

version of these would be a national ward-level dataset. While the population threshold on 

SAM areas is likely to require that many wards be grouped together, larger wards will be 

retained as SAM areas in their own right. In contrast to OAs, the ward boundaries at the time 

of the census will be known in good time for SAM area creation, and the much smaller 

number of wards (10,000) compared to OAs will enormously reduce the computational 

burden involved. Finally, a SAM geography built from wards would have the important 

benefit of easy linkage to the standard tables which will be published at ward level. 

The main disadvantage of using wards is that ward boundaries are subject to continual change 

that may, in some cases, be substantial. They also show considerable variation in their 

popUlation size and shape, particularly between different counties and between urban and 

rural environments. It is perhaps worth noting, however, that in mitigation the Social 
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Exclusion Unit concluded that although neighbourhoods straddle ward boundaries and that 

wards vary a lot in size nevertheless wards are the best boundaries that exist [for tracking 

outcomes in small areas]. 

Although it is potentially a good feature that some wards will be retained as SAM areas, large 

numbers of wards close to or just below the SAM population thresholds will significantly 

reduce the available range of workable SAM area configurations, resulting in wide ranges in 

SAM area population. Combining two wards with just below-threshold populations will 

result in a SAM area with almost twice the threshold population. This is not a problem with 

OAs due to their small population sizes relative to the SAM areas. Finally, the large size of 

wards, and their potential to include areas of diverse social and economic characteristics sets 

limits on the effectiveness of imposing social homogeneity as a main design criteria in 

defining SAM areas. 

On balance, and after considerable consultation with users, we recommend that wards should 

be used for the SAM geography. However, to overcome the worst problems of variation in 

size we propose that wards with populations at least double the SAM threshold (7-10K) -

which may be termed 'superwards' - should be split into separate SAM areas. Only about 3% 

of wards in England and Wales are above 15K in size so this operation would only be 

required for a fairly small number. This subdivision would reduce the variance in the mean 

SAM population, thereby producing more homogeneous SAM areas. More, smaller SAM 

areas would also give greater flexibility in building to higher level geography and in 

multi level modelling applications. However, splitting 'superwards' will incur additional 

computational requirements and would also require OA boundary data, adding both cost and 
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time to the final output. 

5.2.3 Design criteria by which individual building blocks (output areas or wards) will be 

aggregated into SAM areas 

Apart from size, the main criterion to be applied would be homogeneity. Homogeneity of 

areas is particularly important when undertaking geographical analysis. For example, in an 

analysis of individual or household deprivation by area, it would be important for those areas 

to be as homogenous as possible with respect to deprivation indicators. If aggregated areas 

are very heterogeneous then, by definition, geographical variations and concentrations 

become diluted. 

If wards are used as building blocks then SAM boundaries would naturally fall within the 

boundaries for many other administrative areas - for example, local authorities and most 

health authorities. Where wards need to be combined to meet the required threshold areas it 

will be necessary to decide whether these should be contiguous where continuity might 

decrease homogeneity. These decisions will be subject to user consultation - that may also 

raise the need for groups of wards to reflect policy requirements - for example, eligibility for 

European structural funds. 

5.2.4 Implementation methodology 

The agreed criteria would then be used to develop zone design algorithms. The mam 

objective is to develop algorithms to produce areas which best comply with user and 

confidentiality requirements. We suggest a two stage strategy whereby the simple ward SAM 

are produced using automated zone design procedures (AZP) (Openshaw and Rao, 1995; 
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Martin, 1998a, 1998b) to group sub-threshold wards. The SAM file could thus be delivered in 

the first wave of 2001 census output. Stage 1 will be relatively straightforward in terms of 

assessing all wards within each local district and aggregating to meet the population 

threshold. In the second stage, AZP would be targeted on the 'superwards', identified during 

stage 1, for the assembly of SAM areas from OAs. This would not require a 2-stage release of 

SAM but would represent the supply, by ONS, of an additional variable for the SAM dataset. 

6. Conclusions 

Small Area Microdata have the potential to provide a unique source of geographical and 

individual level information. With the objective oflinkage to the 2001 Census standard tables 

in mind, and working within the constraints of confidentiality and geography, we have 

produced a suggested level of disaggregation of the variables to be included in a SAM file. 

This specification Ca 5% sampling fraction, a population threshold between 5-10K and a 

ward-based geography) is shown in Appendix 3. It is designed to allow relevant localities and 

areas to be identified whilst still retaining a large enough sample and sufficient individual 

detail to support multivariate analysis. The confidentiality risk from such a file is assessed as 

broadly comparable to the risk of the 1991 Individual SAR. 

Preliminary analyses have demonstrated the value of being able to include appropriate 

geographies in multivariate models. We have also shown how synthetic estimation can 

enhance the value to both micro data and aggregate statistics. Although further work is 

necessary on the exact specification of SAM files, there is every indication that they could 

form an exciting addition to the range of outputs from the 2001 Census. 
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Appendix 1 

Figure 1: schematic diagram, showing how SAM and CAS data may be combined to estimate 
quantities of interest for particular SAM areas. 
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Appendix 2: The Disclosure Intrusion Simulation (DIS) method 

The basic principle of the DIS method is to remove a small number records from the target 
microdata file and then copy back some of those records, with each record having a 
probability of being copied back equal to the sampling fraction of the original micro data file. 
This creates two files, a new slightly truncated target file and a file of the removed records 
which is then matched against the target file. The method has two computational forms, the 
special form, where the sampling is actually done and the general form, where the sampling 
is not actual done but the equivalent effect is derived using the partition structure of the 
microdata file and sampling fraction. 

The special method 

The special method follows the following five-step procedure, (a schematic version can be 
found in Appendix B). 

(i) Take a sample microdata file (A) with sampling fraction S. 

(ii) Remove a small random number of records (B) from A, to make a new file (A'). 

(iii) .Qmy back a random number of the records in B to A' with each record having a 
probability of being copied back equal to S. 

The result ofthis procedure isthat B will now represent a fragment of an outside database (an 
identification file) with an overlap with the A' equivalent to that between the micro data file 
and an arbitrary identification file with zero data divergence (with no differing values for the 
same individual). 

(iv) Match B against A'. Generate an estimate of the matching metrics particularly, the 
probability of a correct match given a unique match, pr( cmlum), between the fragment. 
(v) Iterate through stages i-iv until the estimate stabilises. 

The general method 

A more general method can be derived from the above procedure. Imagine that the removed 
fragment (B) is just a single record. There are six possible outcomes depending on whether 
the record is copied back or not and whether it was a unique, in a pair or in a larger partition 
class. 

Table 1,' Possible per record outcomes from the DIS general method 

record is: Copied back 
sample unique Correct unique match 
one of a sample pair Multiple match including 

correct 
one of a larger 
equivalence class 

Multiple match including 
correct 

42 

not copied back 
non-match 
false unique match 

false multiple match 
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The critical cells in the above table are those where a unique record is copied back and where 
one of a sample pair is not. The relative numbers in the cells determine the probability of a 
correct match given a unique match; pr( cmlum). Given this, it is possible to shortcut the 
special method since one can derive an estimated probability of a correct match given a 
unique match from: 

U*f 
pr( cm I um) == -U-*-f-+-P-"-*-(1---f-) 

Where U is the number of sample uniques, P is the number of records in pairs and f is the 
sampling fraction. 
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Appendix 3 Proposed SAM specification 

Dataset 1991 SARs 'Comment 
SAMSPEC 

Sample % 2 5 
Threshold 120K 5K& 10K 

Age 94 19 5 year age-groups 

Type of community establishment 14 -
Status in Community 3 2 (or omit) Communal/non communal 
establishment 
Country of birth 42 3 UKJEU/Non EU 

Distance of travel to work 9 3 Classification used in 2001 tables 

Distance of move (migrants) 14 3 Classification used in 2001 tables 

Economic Position(primary) 10 10 Classification used in 2001 tables 

Economic Position(secondary) 8 - Omit 

Ethnic Group 10 5 Classification used in 2001 tables 

Family type 8 4 

Gaelic language 5 - Omit 

Usual hours of work 73 2 Full-time/part-time 

Industrial Classification 61 - Omit 

Long term Limiting Illness 2 2 

Marital Status 5 3 Single/partnered/previously married 

Area of former Residence 13 3 

Occupational Classification 73 - Omit 

Number of highest Qualifications 3 - Omit 

Level of highest qualification 3 2 Will include extra detail on new question 

SUbject of highest qualification 35 - Omit 

Relationship to household head 8 2 HOH indicator (0/1) 

Resident Status 3 - Restrict sample to usual residents 

Sex 2 2 
Social Class 9 9 this should count as 3 or 4 categories for confidentiality. 

SEG group 20 - Omit 

Term-time address 4 - Omit 

Tranwork 10 5 Car/publiclbike/footlother 

Welsh Language 5 - Omit 

Work Place 5 - Omit 
Bath/Shower 3 2 Yes/no 

Central Heating 3 2 Yes/no 

Inside WC 3 - Dropped in 2001 
Number of Cars 4 3 0/1/2+ 
Household Dwelling Space type 14 7 
Number of Residents per room 5 3 <1/1-1.5/> 1.5 
Tenure of household space 10 5 Ownlmortgage/lalHAlprivate rent 
Number of Residents 4 4 
Number of dependant children 2 2 No dep. Childrenldep. children present 
No with LTILL 2 2 Calculate mean WITH AND WITHOUT VARIABLE 
No of residents of pensionable age 2 2 Calculate mean WITH AND WITHOUT VARIABLE 
No of residents in employment 3 2 Calculate mean WITH AND WITHOUT VARIABLE 
Economic position of family head 3 -
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Sex of family head 2 
Social Class of family Head 9 

Appendix 3 Variation in ward size 

The distribution of the popUlation by ward size can be considered in two useful ways 
a) the proportion of the population living in wards (postcode sectors in Scotland) that 

exceed the given popUlation threshold (5,10 and 15k) 
b) the proportion of wards (postcode sectors )with a population size that exceeds the given 

threshold. 

Key points: 

for England and Wales 
• 70% of the population live in wards greater than 5K (42% of all wards) 
• 32% of the popUlation live in wards greater than 10K (13% of all wards) 
• 9% of the population live in wards greater than 15K (2% of all wards) 

for metropolitan areas only (W est Yorkshire, South Yorkshire, Merseyside, Gt Manchester, 
West Midlands, Tyne and Wear, Outer London, Inner London) 
• 99% of the popUlation live in wards greater than 5K (96% of all wards) 
• 70% of the popUlation live in wards greater than 10K (56% of all wards) 
• 23% of the popUlation live in wards greater than 15K (13% of all wards) 

This masks substantial differences between separate metropolitan areas e.g. the mean 

population size of wards in W est Yorkshire (15. 8K) is almost twice that for Inner and Outer 

London (8.1 and 8.9K) 

for Scotland 
• 81% of the population live in postcode sectors greater than 5K (50% of all postcode 

sectors) 
• 22% of the popUlation live in postcode sectors greater than 10K (9% of all postcode 

sectors) 
• 3% of the popUlation live in postcode sectors greater than 15K (1 % of all postcode 

sectors) 
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