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Abstract 

Evaluating the effectiveness of any teaching innovation is notoriously difficult. This is mainly due to 

the importance of self-selection. In this paper we attempt to evaluate the effectiveness of a Peer 

Assisted Study Scheme (PASS) in which higher year students (PASS Leaders) lead study groups of 

lower year students. While the PASS Leaders are explicitly not teaching the lower year students 

there role is to facilitate the learning of the students in the groups. The issue of self-selection is a 

prominent obstacle in the evaluation of the scheme’s impact on the course units grades of the 

participating students as it transpires, in our case, that better students tend to attend more PASS 

sessions. 

In this paper we use the data on two different PASS schemes to isolate the causal effect of PASS 

attendance on course unit grades. A number of techniques proposed in the econometric literature 

to evaluate causal effects are applied. As it turns out their application is not without shortcomings 

which are discussed throughout the paper. Across a range of methods, the findings demonstrate 

that students judged to be regular PASS attendees gain in the region of 5 marks (on a 100 marks UK 

grade scale) which is the equivalent of a third of a standard deviation. This is at the lower end of the 

effect sizes reported in the literature. This can be explained by the fact that we have a richer set of 

conditioning variables which is used to control for the effect of self-selection than previous studies 

evaluating the effectiveness of PASS. 

1. Introduction 
The evaluation of educational interventions is notoriously difficult. Teachers and lecturers often 

introduce new methods or aspects to their educational offerings on the basis of their own beliefs of 

what would benefit the learning process of students. The subsequent analysis of whether the 

implemented intervention was successful is usually problematic due to a number of reasons. The 

most problematic being the issue of selection bias. Factors, often unobservable, that determine 

whether a student participates at all, or engages fully, with the new educational element may also 

be somewhat, or even strongly, related to the educational outcome. This is problematic as the 

educational outcomes of a course (usually some form of grades) is typically used to evaluate the 

effectiveness of the educational intervention. 

The innovation considered in this paper is that of the Peer Assisted Study Sessions (PASS)2. In this 

scheme higher year students (PASS leaders) guide, in weekly sessions, small groups of lower year 
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students (typically two higher year students for a maximum of 15 lower year students) through the 

learning and revision process for a course unit (or degree year) that they studied in their previous 

year. 

Participation in PASS schemes is typically voluntary. We can measure participation as attendance 

records are kept. Such an attendance variable can be used as an ‘intervention variable’ which we 

ultimately want to relate to the educational outcomes, measured by exam grades. There is a 

substantial literature that attempts to evaluate whether attendance in PASS sessions indeed 

improves exam grades. However, the main empirical difficulty faced by researchers in this area is 

that of selection bias. If generally weaker (stronger) students tend to utilise PASS more, then simple 

effects estimators may well under- (over-) estimate the true (causal) effect. As concluded in a recent 

review of this literature (Dawson et al., 2014), there is little to no evidence for a positive effect of 

PASS attendance on grade outcomes that dealt with this issue of self-selection comprehensively. 

The econometrics and policy evaluation literature has, of course, developed a whole toolbox of 

methodologies to tackle issues like these. It is the purpose of this paper to review the most 

prominent of these in the context of evaluating the effectiveness of PASS. The key to an effective 

analysis of this question is to either be able to control access to the PASS program (e.g. via a 

randomised control trial) or to be able to model the self-selection process using variables that are 

independent of the actual grade outcomes. Only if either of these can be implemented can we guard 

against the most difficult of self-selection phenomena, selection on unobservables. In such a 

situation we have to accept that there are variables that simultaneously determine PASS attendance 

and grade outcomes, without the researcher being able to observe or sufficiently proxy for these 

variables. Such variables could be intellectual ability, motivation and ambition. 

We attempt to apply both strategies, and in the course of the investigation highlighting where the 

majority of the evaluation literature falls short. Our empirical results show that the application of 

these strategies are not straightforward and indeed, in this instance, may not deliver the hoped for 

results robust to selection on unobservables. We also apply methods that allow for self-selection 

that is due to variables that can be observed or proxied. In the PASS evaluation literature papers that 

do attempt to correct for self-selection tend to assume that using variables like prior academic 

achievement can sufficiently proxy for self-selection. In our view this is an assumption not typically 

justified. However, that fact that one of our PASS schemes is a second year PASS scheme allows us to 

exploit quasi-Panel features of our data, a feature that is not typically available to evaluations of 1st 

year PASS schemes. When using this feature we establish an effect size of PASS attendance that is at 

the lower end of the effect size that has been reported in the empirical literature. 

The remainder of this paper is structured as follows. A description of the basic features of PASS 

schemes (Section 2) is followed by a brief review of the relevant evaluation literature (Section 3) and 

the experimental setup utilised in this paper (Section 4). A description of our two datasets (Section 5) 

precedes the application of the different estimations strategies (Sections 6 to 10) and their 

respective results. Section 11 concludes. 
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2. Peer Assisted Study Sessions - PASS 
In this paper we analyse two PASS schemes implemented at The University of Manchester. A scheme 

implemented for 1st year Life Sciences students and one for 2nd year students of a course unit called 

Econometrics.   

The main feature of a PASS scheme are weekly meetings between a group of students (typically 

between 5 and 15 participants) currently enrolled as 1st year Life Sciences students or Econometrics 

students with higher year students (typically two PASS Leaders) in the respective area which have 

successfully passed the year/course unit. It is the purpose of these meetings to provide a supportive 

learning environment in which the students amongst each other and with the help of the higher year 

students improve their understanding of the course unit that is being supported by the PASS scheme. 

In the case of the Econometrics PASS scheme the supported course unit is a 2nd year econometrics 

course unit. In the case of the Life Sciences PASS scheme the supported course unit is a 1st year 

course unit (Genes and Evolution), but in addition it is an explicit aim of that particular PASS scheme 

to support 1st year students beyond that particular unit. 

PASS Leaders, who volunteer for that role and are not being paid, receive the equivalent of 1 to 1.5 

days of training for their role. That training is mainly generic training in group facilitation. It is made 

quite explicit in all communications with Leaders and students/participants that the PASS Leaders 

are not meant to be teachers of the particular course unit. Attendance in the weekly PASS sessions is 

voluntary. 

The activities that take place during the weekly meetings are ideally driven by the needs of the 

participants. In general they rely on peer instruction and learning between the participants with the 

PASS Leaders taking a facilitation role. In regular, weekly sometimes fortnightly meetings between 

the PASS Leaders, the course unit lecturer and a PASS support officer employed by the University, 

problems arising from PASS meetings (often issues about attendance but also issues arising from 

difficult group dynamics or common problems with course content) are being discussed. 

3. PASS Evaluation Literature 

Universities invest resources into PASS for the following three reasons: improve retention in difficult 

course units, improve grades in difficult course units and increase graduation percentages3. 

Potentially such results can be achieved via a number of routes such as improving the understanding 

of the academic material, improved student motivation and/or happiness, improved study skills. 

Consequently there is a wide ranging literature that attempts to establish whether positive effects of 

PASS on any of the above three final goals, or any of the intermediaries can be established. 

A good review of this wide literature is provided in Dawson at al. (2014).  
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As this paper is only concerned with the potential effect on course unit grades we will concentrate 

on this aspect with a particular focus on whether the crucial problem of self-selection has been 

addressed and if so how. 

The general findings of Dawson at al. (2014) are that there are positive effects which appear to be in 

the order of grade improvements between 0.2 and 0.6 standard deviations. While the papers 

reviewed in Dawson at al. (2014) often establish statistical significance, they do point out that there 

isn’t one paper that fully addresses the issue of self-selection and the resulting potential bias in the 

estimated effect. While the authors remain quite positive in their outlook they do point out that 

these issues make a causal interpretation of these results at best tentative. 

Where papers recognise the potential for bias arising from self-selection they tend to either attempt 

to create a setup that mimics a randomised controlled trial, or they attempt to control for self-

selection by using variables that are suspected to be correlated with student’s motivation and/or 

ability.  

Papers in the former category are Hodges et al. (2001), Gattis (2002) and Lewis at al. (2005). Hodges 

et al. (2001) analyse the results of three groups of students, one for which attendance of the PASS/SI 

sessions were compulsory, one which they label the voluntary PASS group and a final group that was 

not exposed to PASS. However, the last group appears to be a self-selected group (i.e. those 

students who just did not use the opportunity to attend PASS sessions. While it remains somewhat 

unclear how students selected into the group with mandatory PASS it was apparent that there were 

also other aspects of the delivery that was different for this section. The approach of Gattis (2002) 

seemed to be an interesting one, as treatment and control groups were all selected from a group of 

students that expressed a wish to utilise PASS sessions. However, they do not apply a random 

process to allocate groups of students to one of these two4. A random allocation to PASS is also 

described in Lewis at al. (2005). They find, on the basis of this experiment no significant effect of 

PASS, but conjecture that the constraints of the randomisation may have turned their scheme 

ineffective. A fourth paper that attempts this approach is Fostier and Carey (2007). As it turns out 

the allocation in treatment and control groups was also sub-optimal. In Section 6 we return to this 

paper as its results will be revisited here. 

A more widely used is the attempt to control for self-selection by including explanatory variables 

that potentially proxy for the variables that are thought to influence a student’s probability to make 

use of any PASS sessions. Such variables are motivation (seen to be positively correlated with PASS 

attendance) and academic ability (Dawson at al. (2014) and Dancer et al. (2007) discuss a variety of 

papers which find positive, negative and insignificant relationships between academic ability and 

PASS attendance).  

The most prominent approach in this vein is to use pre-University grade achievement as a proxy for 

academic ability. In most papers reviewed in Dawson at al. (2014) the inclusion of such a variable, 

however, does not significantly alter the findings of an essentially positive impact of PASS 

attendance on course unit grades. McCarthy (1997) points out that using pre-University measures of 

academic ability may not correlate very well with the factors that determine why students may do 
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well at University (and choose to attend PASS)5. However, as many PASS schemes are 1st year 

schemes, often no additional University-level information is available. Some papers attempt to 

circumnavigate this by using grades from other (concurrent) course units (e.g. McCarthy, 1997, and 

Dancer et al., 2007). This is not a very convincing strategy as PASS schemes, are meant to have 

positive effects that go beyond those on a particular course unit. If that is the case then such grades 

may well also be dependent on PASS attendance. 

When Dawson at al. (2014) reviewed the literature (ending about 2010) they concluded that the 

evidence in the literature which attempts to establish whether PASS attendance has a significantly 

positive impact on course unit grades was lacking in a number of aspects: no paper had tackled the 

issue of self-selection in a fully satisfactory manner; the measure of engagement with the 

Programme (often a binary variable) is crude; studies were often conducted on smallish numbers 

and the methodologies used were too sketchy to aggregate the results in a meta-analysis.  
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4. The Basic Experimental Setup 
Consider that we have a variable that measures the educational attainment of the ith student in the 

particular course under consideration. This could be a scale variable (grade), a categorical variable 

(grade classes like, first, upper second, lower second, etc) or a binary pass/fail variable6, yi. We also 

have a value for the intervention variable, xi for the ith student. This is likely to be a binary variable 

(participated or not) or a count (hours of attendance) variable. Further we consider 𝑘 additional 

variables, q1i to qki that represent observable student characteristics, such as the degree programme 

they are enrolled in, which year of studies they are, whether they are a home or overseas student 

etc. 

In this Section we will describe the basic experimental setup that will serve our analysis throughout 

the paper. At the core lies what has been called Rubin’s causal model (Angrist and Pischke, 2009). 

While we will observe one outcome for the attainment variable for each student, yi, we 

conceptualise that there are two potential outcomes, y0i, the outcome in case the ith student does 

not receive the intervention (xi=0), and y1i, the outcome in case the ith student does receive the 

intervention (xi=1)7. Depending on whether the student did receive the intervention we will observe 

only one of these: 

 𝑦𝑖 = {
𝑦0𝑖 𝑖𝑓 𝑥𝑖 = 0 
𝑦1𝑖 𝑖𝑓 𝑥𝑖 = 1

 (1) 

We will further recognise that these outcomes, other than on the received (or not received) 

intervention, also depend on a set of covariates, 𝑞𝑖 = (𝑞1𝑖, … , 𝑞𝑘𝑖): 

 𝑦𝑖|𝑞𝑖 = {
𝑦0𝑖|𝑞𝑖 𝑖𝑓 𝑥𝑖 = 0 
𝑦1𝑖|𝑞𝑖 𝑖𝑓 𝑥𝑖 = 1

 (2) 

We recognise that these (conditional on 𝑞𝑖) outcomes are random variables with associated 

probability distributions. What we are interested in here is the following difference 

 𝐸[𝑦1𝑖|𝑞𝑖 − 𝑦0𝑖|𝑞𝑖] = 𝐸[𝑦1𝑖|𝑞𝑖] − 𝐸[𝑦0𝑖|𝑞𝑖]. (3) 

This is the difference between the expectation of the outcome if a student had received the 

intervention (or was treated) and the expectation of the outcome in case a student did not receive 

the intervention (was not treated). These expectations are conditioned on the set of covariates 

collected in 𝑞𝑖. This term is commonly called the average treatment effect (ATE). At times we may 

also be interested in the average treatment effect only for those that were treated (xi=1), ATT: 

 𝐸[(𝑦1𝑖|𝑞𝑖 , 𝑥𝑖 = 1) − (𝑦0𝑖|𝑞𝑖 , 𝑥𝑖 = 1)] = 𝐸[𝑦1𝑖|𝑞𝑖 , 𝑥𝑖 = 1] − 𝐸[𝑦0𝑖|𝑞𝑖 , 𝑥𝑖 = 1] (4) 

or alternatively the average treatment effect only for those that were not treated (xi=0), ATN: 

 𝐸[(𝑦1𝑖|𝑞𝑖 , 𝑥𝑖 = 0) − (𝑦0𝑖|𝑞𝑖 , 𝑥𝑖 = 0)] = 𝐸[𝑦1𝑖|𝑞𝑖𝑥𝑖 = 0] − 𝐸[𝑦0𝑖|𝑞𝑖𝑥𝑖 = 0]. (5) 
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It is important to understand that ATT, the effect had by those treated, and ATN, the effect those 

that were not treated could have had had they be treated, need not be equal. The empirical 

difficulty arises from the fact that, as per (11) or (2), for any individual we only observe either 𝑦1𝑖 or 

𝑦0𝑖. 

From this specification it is clear that we are interested in modelling conditional expectations. In 

what follows we will sometimes specify a specific functional relationship for this conditional 

expectation and at other times we will leave this unspecified. When we specify a functional form for 

the conditional expectation function we do so in the tradition of linear educational production 

functions (Todd and Wolpin, 2003): 

 𝐸[𝑦𝑖|𝑞𝑖 , 𝑥𝑖] = 𝛽0 + 𝛽1𝑥𝑖 + 𝛾1𝑞1𝑖 + ⋯ + 𝛾𝑘𝑞𝑘𝑖 (6) 

In such a model the coefficients 𝛾1 to  𝛾𝑘 represent the strength of the marginal effects of an 

increase in the value of the respective student characteristics  q1i to qki  (holding everything else 

equal, ceteris paribus).  𝛽0 is a constant term and 𝛽1 represents the size of the marginal effect of an 

increase in the value of the intervention variable8. We will estimate the unknown parameters from a 

regression model 

 𝑦𝑖 = 𝛽0 + 𝛽1𝑥𝑖 + 𝛾1𝑞1𝑖 + ⋯ + 𝛾𝑘𝑞𝑘𝑖 + 𝜀𝑖 (7) 

 𝜀𝑖  is an error term that reflects the fact that the functional form of the proposed model is (almost 

certainly) misspecified, that individual grades will not adhere exactly to any specified model and, 

importantly in this context, it will also capture the impact on grades of variables, that are not 

explicitly included into the model.   

The value for the coefficient 𝛽1 is of particular interest in this study, as it will indicate whether the 

intervention in question (here PASS) has a significant impact. If the intervention did have a positive 

impact we would expect this coefficient to be positive (assuming that more student engagement is 

reflected in higher values for 𝑥𝑖).  

In order to obtain useful parameter estimates (in particular unbiased estimates) through OLS a 

number of assumptions need to be met. Without going into any detail, the crucial assumption here 

is the zero conditional mean assumption, formally 𝐸(𝜀𝑖|𝑥𝑖, 𝑞1𝑖, … , 𝑞𝑘𝑖) =0. It is easiest to illustrate 

the meaning of this assumption by explaining how it is likely to fail. As mentioned above the error 

terms 𝜀𝑖  will, amongst others, capture grade impacts of factors that have not been included into the 

model. These factors may be constructs such as learning competence, intelligence etc. Let’s think 

about two students who are equal in terms of all their attributes captured by characteristics q1i to qki  

(e.g. both are 2nd year home students, both are students on the same programme etc.). One of these 

students, Emilie, is a slouch and the other, Marie, is what we would call a well engaged student. For 

this reason alone Marie is likely to obtain a better grade than Emilie. But if it is now also true that 

Marie, because she is an engaged student, engages with the intervention and Emilie does not (as she 

is a slouch), then it will appear as if it was the engagement with the intervention that made the 

difference (whether it made a difference or not). The key to understanding is to realise that it is the 

correlation of the unobserved characteristic (captured by the error term and often called 

unobserved heterogeneity) with the intervention variable that causes the problem.   
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What this example illustrates is that the zero conditional mean assumption is unlikely to hold in our 

context, as in the case of most educational offers it is virtually certain that the unobservable 

variables (captured by 𝜀𝑖) are related to both the educational outcome variable 𝑦𝑖  and the 

intervention variable 𝑥𝑖, as long as the value of the latter is partly determined by the student's 

initiative. In this case the intervention variable is said to be endogenous, or formally 

𝐸(𝜀𝑖|𝑥𝑖 , 𝑞1𝑖, … , 𝑞𝑘𝑖) ≠ 0, the zero conditional mean assumption is breached. This is obvious when 

the programme or intervention is voluntary. Even if the program is compulsory, but the intervention 

variable measures some aspect of engagement like attendance, the intervention variable will be 

endogenous. In such a situation it is difficult to identify the real effect of the intervention (𝑥𝑖) on the 

grade, as measured by 𝛽1, which is our aim. 

There are a number of ways in which this issue can be tackled. The cleanest and most 

comprehensive way to address this issue is to undertake a randomised controlled trial (Section 6). If 

the intervention is allocated to individuals using a random scheme, then, by definition, the 

intervention variable (if it is a binary variable) is uncorrelated to anything else and therefore also the 

unobserved characteristic that drives the outcome.   

Alternatively, one would attempt to include variables that proxy for the unobserved heterogeneity 

into your set of explanatory variables 𝑞1𝑖, … , 𝑞𝑘𝑖. The intention is to strip the error term of the 

variation that makes it correlated to the intervention variable 𝑥𝑖 (Section 7).  

Three additional approaches may be available. These approaches go beyond the OLS estimation 

framework of the model in equation (1).  The first explicitly models the individual’s decision to 

partake in the intervention and then finds individual specific control groups. This method is called 

matching and, as the inclusion of proxy variables, relies on identifying a set of observable variables 

that allows the participation decision to be modelled. It is described in Section 8.   

In order to allow for unobservable heterogeneity different approaches have to be employed. First 

one could use an instrumental variables approach. This is used to essentially estimate the 

parameters in model (1). However, one requires an additional variable that influences the 

participation decision, but does not impact on the grade outcome. Such a variable is called an 

instrument and it is not always available. The methodology is discussed in Section 9.  

Lastly, if assessment data are available pre- and post-intervention, then one can use a panel data 

approach9. The approach here is to investigate whether the intervention has any significant impact 

on the change in the grade information. Often one would hope that students that participate in the 

intervention show, on average, a greater improvement than their peers that did not participate. This 

approach will work if the unobserved heterogeneity is not time varying. In that case these factors 

would impact on grades in all years and hence would not influence the change in grades which now 

is the dependent variable. A more detailed discussion can be found in Section 10. 

After describing the main features of the empirical datasets used, the following sections will outline 

how each of these methods can be applied in the context of our problem of evaluating the 
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effectiveness of PASS. The dependent variable will be the grade outcome for a student in a course 

unit that is supported by a PASS scheme. 

5. Data 
In the course of this paper we will use two different data sets. 

Dataset 1: Life Sciences  
This dataset is used in this paper as it has a specific feature that potentially allows for the 

identification of a causal effect of PASS attendance on course unit grades. 

In the academic year 2005/06 the Faculty of Life Sciences at the University of Manchester launched 

their PASS scheme. As they only recruited enough PASS leaders to support half their Year 1 

Bioscience cohort, they introduced PASS in a staggered fashion, where half the cohort 

(approximately 230 students) was automatically enrolled in PASS in semester 1 and the other half in 

semester 2. This dataset, therefore, contains some element of random assignment that can 

potentially be used to identify the effect of PASS attendance on course unit grades. 

PASS was launched in semester 1 in association with a challenging course unit, “Genes and Evolution” 

(labelled Genetics below). Practically, this meant that every two weeks, students studied in PASS the 

content of the unit and associated problem sets given to the entire cohort. On alternate weeks, 

students could discuss any units they wanted. Therefore PASS could have a potential grade impact 

on four different course units. 

The data available for Semester 1 of the academic year 2005/06 are as follows. Exam grades for four 

different course units yji (j = Genetics, Molecular Genetics, Body-Systems or Biochemistry)10. We also 

have information on whether the student was allocated a semester 1 PASS group (pi=1 if yes, 0 

otherwise), how many of the weekly PASS sessions a student attended, pai, and finally a categorical 

variable that indicates which one of many programmes the students were enrolled into, pri
11 . 

In Table 1 we display summary statistics for these variables. 

 genetics molgen bodysys biochem p pa 

Mean 42.31 49.68 61.29 55.87 0.49 1.19 

Median 41 63 63 57  0 

St Dev 17.30 18.88 14.88 16.10  2.05 

Min 2 0 18 8 0 0 

Max 89 90 97 89 1 9 

Table 1. Summary Statistics for 314 students of ECON20110 Econometrics 

Clearly the genetics course is the most difficult one (with an average grade of 42, which in the British 

system is just above the pass mark of 40). About half the students were allocated a PASS group, but 

                                                           
10

 Grades are on a traditional British system, out of 100. Grades above 90 are extremely rare. The pass mark is 
40.  
11

 The most popular programmes are Biology (25% of students), followed by Biomedical Sciences (12%), 
Biochemistry (11%) and Life Sciences (7%). Altogether there were 19 different programs, the smallest with only 
three students. 
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average attendance in PASS sessions was low, just over one week (1.19) out of a maximum of 9 

weeks. This number increases to about 2.5 when only considering those students that were actually 

allocated into a PASS group.    

Dataset 2: Econometrics 
This is the workhorse dataset in this paper. We have data on 324 students that were enrolled in the 

Econometrics course unit at The University of Manchester in the academic year 2013/14. This is a 

second year course unit compulsory for all students that specialise in Economics. It is taught across 

the entire academic year but our analysis will be restricted to Semester 1. After excluding exchange 

students and students who did not attempt the final exam we are left with 314 students. 

The main advantage of this dataset, when compared to most datasets used to assess the 

effectiveness of PASS, is that it pertains to a 2nd year course unit. This vastly increases the amount of 

information on students available and therefore facilitates conditioning on better set of covariates. 

In this course unit there are 4 pieces of assessment. Two pieces of coursework with a 5% weight 

each, a mid-term multiple-choice test worth 20% of the course unit grade and a final exam worth 

70%. In addition to the grade information for these pieces of assessment (cw1, cw2, mt and y for the 

exam grade which will serve as our main variable of interest) we also have the following Year 1 grade 

information available: the exam grades of the Statistics pre-requisite course12 (stats), as well as the 

Year 1 Microeconomics (micro), Macroeconomics (macro) and year average (Y1gpa) grades. From 

the summary statistics we learn that mean and median grades of the Semester 1 exam are lower 

than either the equivalent mid-term exam statistics or indeed the Year 1 grades in statistics, micro- 

or macroeconomics. However, all grade variables have similar standard deviations. 

The intervention considered in this Table is attendance in PASS sessions. Our base measure of PASS 

attendance comes from attendance records kept by PASS Leaders. During a semester there were a 

maximum of 9 PASS sessions and pa records how many of these were attended. The variable ph is a 

binary variable that indicates which student had a high PASS attendance (has attended at least 4 

sessions). As it turns out 35% of students fall in that category. On average students attend 2.59 PASS 

sessions. Apart from a large group of students that do not attend any PASS session (127 students) , 

we find that the distribution of pa is almost uniform across values 1 to 8 with only 3 students 

attending all nine sessions.  

In Table 2 we can see some summary statistics for this dataset. 

 Sem1Ex = Y Sem1MT pa ph Y1_GPA stats micro  macro 

Mean 56.51 65.19 2.59 0.35 63.09 65.67 70.69 60.78 

Median 58.00 67.00 1.00 0.00 63.00 66.67 72.50 60.00 

St Dev 15.86 13.96 2.85 0.48 8.78 14.79 13.45 13.94 

Min 5.00 22.00 0.00 0.00 37.08 24.24 32.50 26.67 

Max 85.00 100.00 9.00 1.00 83.54 100.00 100.00 93.00 

Table 2. Summary Statistics for 314 students of ECON20110 Econometrics 
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 Two different Statistics course units can serve as pre-requisites and we also know which of these two paths 
students come from. 
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In addition to the summary statistics we also report summary information on some of the available 

categorical variables (Table 3); whether they are a home or overseas student (home = 1 if home 

student), their gender (fem = 1 if female), their stated ethnicity and the degree programme they are 

enrolled in. 

Gender Freq  Programme Freq  Ethnicity Freq 

Female 120  BEconSc 77  White 116 

Male 194  BA(Econ)  197  Chinese 103 

   IBFE 30  Asian 70 

Year Freq  PPE 9  Other 25 

2 224  Other 1    

3 90       

Table 3. Frequency distributions for categorical variables. 

Students on the Econometrics course unit come from a range of different degrees. The BEconSc is a 

single honours economics programme that only admits students with very high pre-University 

Mathematics qualifications. Other programmes have similar high overall entry criteria but do not 

require high Mathematics entry requirements. The biggest amongst the other degrees is the multi-

disciplinary BA(Econ) degree in which students can specialise in different subject areas. 104 students 

in this cohort specialised in Economics, whereas 44 specialised in Economics plus another area (such 

as politics or sociology). PPE is a Politics, Philosophy and Economics degree and IBFE represents the 

International Business, Economics and Finance programme.  

Of the 314 students in our sample 224 take this course unit in their 2nd year. Students who take it in 

their 3rd year are either students that entered university with significantly lower Mathematics 

qualifications and required two years of Mathematics and Statistics course units to qualify for the 

Econometrics course unit or belong to a subset of students (BA(Econ) students) whose regulations 

allow that this particular course unit can be taken in the third year. 

If a student required two levels of statistics prerequisite course units, we use the grade of the 

second of these as the grade for the stats variable, noting that this course unit was taken in the 

student’s second year. 

6. Randomised control trials 
One obvious approach to break the link between the intervention variable and the error term 𝜀𝑖  is to 

use a randomised control trial (RCT), whereby a randomly selected sub-group of students is exposed 

to the intervention (treatment) while the other sub-group isn’t 13.  

This approach presupposes that an intervention can be denied to a control group. As one would 

usually want to apply such evaluations to interventions which have unknown outcomes, such denial 

of treatment is usually ethically acceptable, as the wide application in the area of medicine clearly 

                                                           
13

 This approach is very common in medicine but less so in other areas in particular in the social sciences. 
However, it has recently received renewed support in the context of education (e.g. Hutchinson and Styles, 
2010 or Torgensen and Torgensen, 2013 and in general through the work of the Education Endowment 
Foundation which funds educational projects that deliver evidence) and more generically (Haynes et al., 2012). 
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demonstrates. In the context of PASS the implementation of a randomised control trial is somewhat 

more difficult. The advantages of PASS for students attending are widely believed to go beyond a 

direct grade impact. Institutions that often have invested substantial amounts of resources into the 

provision of PASS tend to feel that withholding the full range of these benefits from students (even if 

the actual impact on grades is uncertain) cannot be justified. For this reason there is often little 

willingness to undertake randomised controlled trials. 

In some instances, however, the circumstances do enable institutions to use RCTs. This was the case 

when the Faculty of Life Sciences at the University of Manchester launched their PASS scheme in 

2005/06 (dataset 1: Life Sciences). As they only recruited enough PASS leaders to support half their 

Year 1 Bioscience cohort, they introduced PASS in a staggered fashion, where half the cohort 

(approximately 240 students) was automatically enrolled in PASS in semester 1 and the other half in 

semester 2. This setup thus imposed a RCT for the Semester 1 exam outcomes14. 

PASS was launched in semester 1 in association with a challenging course unit, “Genes and Evolution” 

(labelled Genetics below). Practically, this meant that every two weeks, students studied in PASS the 

content of the unit and associated problem sets given to the entire cohort. On alternate weeks, 

students could discuss any units they wanted. Therefore PASS could have a potential grade impact 

on four different course units. 

As pi was the result of a random allocation (this will be qualified below) enables an estimation of the 

following regression model. 

 𝒚𝒋𝒊 = 𝜷𝟎 + 𝜷𝟏𝒑𝒊 + 𝜷𝟐𝒒𝒊 + 𝜺𝒊  (8) 

where j = Genetics, Molecular Genetics, Body-Systems or Biochemistry and 𝑞𝑖 includes dummy 

variables for study programmes15. For each j we regress Model (8) with and without the additional 

covariates 𝑞𝑖. The estimates for 𝛽1 are shown in the upper panel (Full Sample) of Table 4. 

  

                                                           
14

 The work in this section is a re-examination of data which were first described and analysed in Fostier and 
Carey (2007). Their finding was that PASS attendance had a significant and positive effect on grades (amongst 
other, not easily measurable benefits described). However, no careful consideration of selection bias was 
made which is why these data are re-examined here. 
15

 Students were enrolled on 20 different degree programmes, some of them with very small enrolment 
numbers. The categories used are: Anatomy, Biochemistry, Biology, Biomedical Sciences, Biotechnology and 
enterprise, Life Sciences and Zoology.  E.g. 𝑞𝐵𝑖𝑜𝐶ℎ𝑒𝑚,𝑖 = 1 if the ith student is a Biochemistry student and 0 

otherwise.  
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Course Unit Genetics  Molecular 
Genetics 

 Body-Systems  Biochemistry  

Full Sample, n 384  452  377  451  
Without  𝑞𝑖  4.9991 *** 3.3839 * 2.2712  0.9252  
 (1.7507)  (1.7724)  (1.5470)  (1.5194)  
With 𝑞𝑖 0.1230  3.0871  1.5964  -1.9268  
 (2.5541)  (2.5428)  (2.3673)  (2.1659)  

Subsample, n 159  169  116  451  
Without  𝑞𝑖  1.0793  5.3930  6.3975 * 0.9252  
 (3.3936)  (3.5976)  (3.3001)  (1.5194)  
With 𝑞𝑖 1.3632  5.7167  7.0669 ** -1.9268  
 (3.3785)  (3.7485)  (3.4408)  (2.1656)  

Table 4. Estimates for 𝜷𝟏and their standard errors (using White standard errors to guard against residual 
heteroskedasticity) in parenthesis. n is the effective sample size which differs as not all students are enrolled in all four 
course units. *** /**/* significant at 1/5/10% significance level (using White standard errors). Estimates are reported 
for two sample. Full Sample: all 459 Life Sciences students. Subsample: Subsample: students from selected degrees, see 
text. 

From the included programme dummies we tend to find that, on average, Biochemistry students do 

significantly better than students from other degree programmes for all course units but for Body-

Systems16.  

The strongest result of Table 4 seems to be the result for the Genetics exam. This is plausible as the 

PASS scheme was designed to support the student’s learning in this particular course unit. Taken for 

face value the estimated coefficient of 4.9991 seems to indicate that, on average, students that 

were enrolled for Semester 1 PASS achieved about 5 extra marks. The p-value for this coefficient 

estimate is very small (0.0045) indicating that it is very unlikely that such a result would have 

occurred by chance. This interpretation would be correct if the PASS dummy variable pi was 

uncorrelated to unobserved individual factors that are relevant to the grade outcomes. 

The results in Table 4 are illuminating in that this apparently obvious positive effect of being part of 

the Semester 1 PASS (for Genetics and marginally for Molecular Genetics) disappears when 

programme dummies are included. This suggests that the apparent random allocation to the 

Semester 1 PASS scheme turns out to be correlated with the student’s degree programme. This is 

clearly visible from the data in Table 5. 
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 Biology students do significantly worse for Molecular Genetics and Biochemistry, whereas Biomedical 
Sciences students do worse for Genetics. 
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Course Unit Biochemistry Biology Biomedical 
Sciences 

Life Sciences Other 

All Students  
(n = 459) 

10% 22% 22% 7% 39% 

Sem 1 PASS 
pi = 1 (n1 = 225) 

19% 36% 0% 11% 34% 

Sem 2 PASS  
pi = 0 (n0 = 234) 

0% 8% 44% 3% 45% 

All Genetics Students 
(n = 384) 

11% 24% 17% 8% 40% 

Sem 1 PASS 
pi = 1 (n1 = 224) 

19% 36% 0% 11% 34% 

Sem 2 PASS  
pi = 0 (n0 = 160) 

0% 8% 41% 3% 48% 

Table 5. Programme percentage for all students and for students that took the Genetics exam. For these two groups also 
the degree distributions amongst those that were allocated to a Semester 1 PASS group (pi = 1) and those that were not 
(pi = 0). 

Disproportionally many students from Biochemistry and Biology were allocated to the Semester 1 

PASS programme. As the decision to enrol in a particular programmes may well be correlated to 

underlying unobserved factors, which in turn may be correlated to exam outcomes, it turns out that 

the identification strategy used here does not work, as the intervention variable, pi, is correlated 

with unobserved heterogeneity, which, in turn is captured by programme information.  When the 

programme dummy variables are included, the PASS dummy variable, pi, is estimated to be 

insignificant for all four course units. 

Looking at the degree distributions in Table 5 it is apparent that students from some degree 

programmes were not randomly allocated, e.g. Biochemistry students who always were allocated to 

Semester 1 PASS and Biomedical Sciences students who were never allocated to Semester 1 PASS. 

For this reason we repeat the analysis of Table 4 with a subsample from which we exclude all 

students from degree programmes in which there is no mix of students enrolled and not enrolled in 

PASS. Degree programmes included in this subsample are Biology and Life Sciences, but also the 

smaller Biotechnology and Enterprise, and Zoology degrees. Amongst the remaining 171 students 

only 34 students were not enrolled into PASS sessions. 

The results (estimates for 𝛽1 in Model (8)) for this subsample are presented in the lower panel of 

Table 4. We can clearly see that any positive effect on Genetics and Biochemistry exams of being 

enrolled in a PASS group disappears. The earlier Genetics result seems to be purely driven by the fact 

that Biochemistry students tend to achieve higher grades in the Genetics exam. For the Molecular 

Genetics and Body Systems there seem to be somewhat larger effects of PASS enrolment for the 

subsample. But it is worth keeping in mind that the proportion of students not enroled in PASS is 

fairly small (< 20%). 

So far this has been merely a cautionary tale that highlighted that a randomised controlled trial can 

deliver misleading results if the randomisation is not done carefully.  

Of course, using the dummy variable pi as the intervention variable is unsatisfactory for one more 

reason. It is a very crude measure of a student’s exposure to PASS. A student who was allocated to 
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Semester 1 PASS may well have decided to not attend17. Therefore the attendance variable, pai, 

carries more information. However, it is likely that this variable is correlated with unobserved 

student heterogeneity. This would be the case if good students were more likely to attend more 

PASS sessions. In such a situation, using pai as the intervention variable is likely to result in an 

overestimated effect of PASS. 

This will be demonstrated in the following analysis. Model (8) could be amended by using different 

treatment variables 𝑥𝑖, either the number attended weekly sessions, 𝑝𝑎𝑖, or a dummy variable that 

reflects whether a student attended at least four of the weekly PASS sessions, phi (=1 if attendance is 

at least 4 sessions, 0 otherwise). As just discussed, it is very likely that this will produce a model that 

will produce biased estimates for the impact of PASS attendance as both 𝑝𝑖  and 𝑝ℎ𝑖 are almost 

certainly positively correlated with unobserved heterogeneity and therefore any estimated effect of 

engagement with PASS on the exam grade would be overestimated. One strategy to counter this is 

to include other variables that sufficiently proxy for this unobserved heterogeneity. This dataset 

contains, other than the programme the student is enrolled on, no additional information. One 

could argue that perhaps the average grade in all non-genetics course units (�̅�𝑛𝑜𝑛−𝑔𝑒𝑛,𝑖) can be used 

as such a proxy, but we note that this is a sub-optimal strategy as this is information not available at 

the beginning of the year and therefore could potentially also be affected by PASS attendance18.  

 𝑦𝑔𝑒𝑛𝑒𝑡𝑖𝑐𝑠,𝑖 = 𝛽0 + 𝛽1𝑥𝑖 + 𝛽3𝑞𝑖 + 𝛽4�̅�𝑛𝑜𝑛−𝑔𝑒𝑛,𝑖 + 𝜀𝑖  (9) 

 

 Sample        
 Full 

Sample 
   Sub- 

Sample 
   

 (9a) (9b) (9c) (9d) (9e) (9f) (9g) (9h) 

n 384 384 384 384 159 159 159 159 
         

𝐩𝐚i 1.759*** 0.4858   2.239*** 0.7346   
 (0.440) (0.366)   (0.591) (0.487)   

𝐩𝐡i   8.751*** 2.0557   12.724*** 3.8060 
   (2.628) (2.142)   (3.691) (2.998) 

𝒒𝒊 Incl. Incl. Incl. Incl. Incl. Incl. Incl. Incl. 
         
�̅�𝒏𝒐𝒏−𝒈𝒆𝒏,𝒊  Incl.  Incl.  Incl.  Incl. 

         
R

2
 0.1002 0.4382 0.0891 0.4368 0.1077 0.4311 0.0991 0.4290 

Table 6. Parameter estimates of Model (9) and their standard errors (using White standard errors to guard against 
residual heteroskedasticity) in parenthesis. n is the effective sample size. Models that include �̅�𝒏𝒐𝒏−𝒈𝒆𝒏,𝒊 only use 

observations for which grades for all course units were available.  *** /**/* significant at 1/5/10% significance level 
(using White standard errors). Full Sample: all students 459 Life Sciences students. Subsample: students from selected 
degrees, see text. 
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 Indeed, about 18% of students who were allocated a semester 1 PASS group never attended. The average 
attendance, amongst the students that attended at least once was 3 weekly session (of a maximum of 9 
weekly sessions). More details on attendances can be found in Fostier and Carey (2007). 
18

 This is particularly true as it is an explicit purpose of the PASS scheme to support student’s development as 
independent learners and help student’s to develop a support network that reaches beyond the particular 
course unit supported by the PASS scheme. Further it is likely that there are significant synergies between the 
learning process for genetics and other course units, which implies that it is impossible to interpret �̅�𝑛𝑜𝑛−𝑔𝑒𝑛,𝑖  

as a proxy for unobserved heterogeneity only. A similar strategy had been proposed by McCarthy (1997) and 
was also implemented by Dancer et al. (2007). 
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In the (9a) column of Table 6 the genetics grade is explained by the 𝑝𝑎i variable and the programme 

dummy variables. At face value the result would indicate that an additional weekly PASS attendance 

would deliver an average grade increase of 1.759 marks. This seems statistically significant and 

indeed substantial as it would suggest that attending all nine PASS sessions would, on average, 

increase the course grade by about 16 marks, which is roughly equivalent to one standard deviation. 

However, the inclusion of the �̅�𝑛𝑜𝑛−𝑔𝑒𝑛,𝑖  variable reduces the size of this coefficient significantly and 

removes all statistical significance. The inclusion of this variable also tremendously increases the R2 

of this regression, which is not really surprising as good students tend to be good in all course units. 

A similar pattern of results can be observed when we use phi as the intervention variable (a face 

value effect of 8.751 marks for being a high PASS attender is reduced to 2.056 and becomes 

statistically insignificant19) and indeed when we restrict the analysis to the subsample described 

earlier. The inclusion of the variable that is meant to capture (imperfectly as argued above) the 

heterogeneity amongst students removes all statistical significance from the intervention variable. 

None of the specifications discussed above delivers a watertight result. But what is obvious is that 

the engagement with PASS is correlated with unobserved individual factors that are also very likely 

to be correlated to exam outcomes. Therefore we conclude, at this stage, that there is little 

empirical evidence that higher PASS attendance improves grade outcomes. In the following analysis 

we turn to a different dataset (Dataset 2: Econometrics). This has the advantage that it is a second 

year PASS scheme and we can observe more student specific information that may be relevant for a 

student’s decision to attend PASS or not. 

7. The Use of Proxy Variables 
In the previous section we argued that the presence of unobserved heterogeneity complicates the 

impact evaluation to a degree that makes it impossible to evaluate whether PASS attendance has a 

significant positive affect on a student’s exam grades. This is, of course, a very common problem in 

the literature evaluating the effectiveness of educational innovations or programmes20. 

One way to tackle this problem is by including variables that proxy for this unobserved 

heterogeneity. Good examples for this approach are the work of Angrist and Lavy (2001) who 

attempt to evaluate the effectiveness of teacher training and the work by Andrietti (2014) who 

attempts to evaluate whether lecture attendance has any significant effect on student’s educational 

outcomes as assessed by examination grades on a particular second year course unit. The latter is a 

problem that is very similar to that of evaluating PASS attendance as lecture attendance is, in most 

universities, voluntary, as is PASS attendance, and very likely to be highly correlated with other 

unobserved factors that are relevant for a student’s performance. In other words, good students are 

more likely to attend lectures and obtain good grades (which they would have obtained even 

without attending lectures). It is therefore entirely predictable that there will be a positive 

                                                           
19

 An effect of 8.751 corresponds to an effect equivalent to half a standard deviation. An effect comparable to 
the size of effects commonly cited in the literature (see Dawson et al., 2014). 
20

 The following sections will heavily lean the books by Angrist and Pischke (2009, 2015) which provide 
excellent reference material and Blundell et al. (2005) who discuss different methodologies in the context of 
evaluating the effect of schooling on earnings. 



17 

correlation between lecture attendance and grade outcomes, a correlation that cannot be, by itself, 

mistaken for causation. 

Andrietti (2014) combines lecture attendance and grade outcome data with additional, mainly 

administrative, data about students, such as age, gender, high-school grades, year 1 university grade 

point average, educational and family background and some survey data that are meant to proxy for 

a student’s motivation. In contrast to the grade information for other course units, which was used 

as a proxy variable in the previous section, these variables can lay a better claim to proxy for 

unobserved heterogeneity as neither of Andrietti’s proxies is potentially endogenous.  

Indeed the inclusion of the proxies reduces (in size and statistical significance) the impact of lecture 

attendance although this remains marginally statistically significant. However, as discussed by 

Andrietti, it is unlikely that the proxies used, of which the year 1 grade point average seems to be 

the most powerful, do proxy the unobserved factors to an extend that removes the problem of 

potential correlation between the lecture attendance variable and the unobserved error term. 

In the context of evaluating whether PASS attendance has any significant impact on exam grades we 

will pursue a similar strategy. What is needed is student specific information that relates to the 

general qualities of a student which will significantly affect both, the student’s grade and make the 

student attend more PASS sessions, the confounding factors. When students come to University 

there is little such information available. This is particularly true for UK universities which have a 

large proportion of international students who come with a wide variety of different High School 

diplomas which are not easily comparable. For this reason we will focus on Dataset 2 which relates 

to a PASS scheme that is attached to a 2nd year course unit. A significant amount of information 

would have been accumulated on these students during their first year at university.  

In addition to the exam information, 𝑦𝑖, our dependent variable, we have again information on the 

PASS attendance, phi (binary variable indicating high attendance) and pai (a count variable 

measuring the number of weeks a student attended PASS sessions). These will be used to measure 

the potential impact of PASS attendance. As PASS was made available to all students, this dataset 

has no equivalent to the pi variable used earlier. 

We will estimate the following model21 

 𝑦𝑖 = δ0 + δ1𝑝ℎ𝑖 + δ2𝑞1𝑖 + δ3𝑞2𝑖 + 𝜀𝑖   (10) 

where q1i and q2i are vectors of variables that are either directly relevant for explaining the variation 

in the econometrics exam grade (q1i) or are used as proxy variables to capture unobserved 

heterogeneity amongst the students (q2i). The variables that are included in q1i are the grade in the 

pre-requisite statistics course22 for econometrics and a measure of the student’s tutorial attendance 

in econometrics. For q2i we use the micro- and macroeconomics course unit grades, Year 1 grade 

point average, whether the student had an economics A-level23, whether the student had a 

                                                           
21

 Here we use phi as the measure of PASS attendance, but in the analysis we also use pai. 
22

 All grades used here are final exam grades only. 
23

 A-level is the highest High-School qualification in a subject. For overseas students the admissions office 
judged whether a student had an A-level equivalent. 
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Mathematics A-level24, what degree programme the student was enrolled in, whether the student 

was a home or overseas student, the ethnicity and whether the student took the econometrics 

course unit in year 2 or 3. None of these should have any direct influence on the econometrics exam 

grade (beyond the grade information available from the pre-requisite statistics course unit), but may 

serve to capture some variation in student attitude. To illustrate that self-selection is an issue that is 

relevant, it is useful to note that the Year 1 GPA is about 5 marks higher amongst those students that 

are deemed high PASS attenders (𝑝ℎ𝑖 = 1) than amongst those that are not. This difference is highly 

statistically significant and a similar difference arises between the medians. There is, therefore, 

evidence that better students are more likely to attend PASS sessions. 

We also know the students’ gender. We do not include this variable as a proxy variable here as we 

will consider it as an instrumental variable in the following Section.  

In Table 7 we report OLS parameter estimates and their p-values (in parenthesis). The p-values are 

calculated using t-statistics that use White standard errors to guard against the potential presence of 

heteroskedasticity25. 

Model (10) (10a) (10b) (10c) (10d) (10e) (10f) 

N 314 314 303 303 303 303 
phi 9.764  6.133  4.220  

 (0.000)  (0.000)  (0.001)  
pai  1.590  1.002  0.817 

  (0.000)  (0.001)  (0.001) 
𝑞1𝑖    Included Included Included included 

       
𝑞2𝑖      Included included 

       
R

2
 0.0862 0.0815 0.295 0.293 0.522 0.526 

Table 7. Parameter estimates of Model (3) and their p-values (using White standard errors to guard against residual 
heteroskedasticity) in parenthesis. n is the effective sample size.  

In models (10a) and (10b) (columns 1 and 2 in Table 7) no control variables are included. This is, of 

course, inappropriate, but it is done here to demonstrate what a naïve evaluation would produce. 

These results suggest that a student with high attendance could, on average, gain 9.8 marks, the 

equivalent of one degree class. Or alternatively (Model 10b) a student attending a maximum of 9 

PASS sessions could gain about 14.3 marks compared to a student not attending any PASS session.  

In what follows we shall call this the “raw” effect. 

The inclusion of covariates in q1i makes a significant difference to the estimated effect of PASS 

attendance. The effect size drops significantly (by about a third for both phi and pai) but remains 

statistically significant. Further, the R2 of the regression model improves significantly. Amongst the 

two variables included in q1i it is the pre-requisite statistics grade that is accountable for most of this 

difference. The fact that the effect size is reduced is indicative for a positive correlation of PASS 

attendance and statistics exam grade (the correlation coefficient between statistics grade and pai is 
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 Students that enter University with only a GCSE qualification in Mathematics will only be able to take the 
Econometrics course unit in Year 2 after having gone through additional Mathematics and Statistics training. 
25

 Tests for residual heteroskedasticity provide some evidence for residual variance that is larger for students 
with lower pre-requisite grades and lower PASS attendance (results not shown here). 
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0.19). This is indicative of the core problem at the heart of the analysis, i.e. the finding that good 

students tend to use PASS more than struggling students. 

In order to proxy as much as possible of the unobserved student quality (which we suspect to be 

positively correlated to PASS attendance and to the econometrics grade) we add the variables in q2i 

to the regression model. The results are shown in columns (10e) and (10f) of Table 4. As the R2 of 

these regressions shows another significant improvement it becomes obvious that these variables 

capture some important factors that influence the student’s grades. The inclusion of these variables 

reduces the estimated PASS attendance parameters further; yet, they remain positive and 

significantly so.  Their magnitude indicates that a student that attends all 9 PASS sessions can, 

everything else being equal, expect to gain about 9 marks compared to a student that does not 

attend any PASS session. In fact, the only variable in q2i that contributes to this significantly is the 

Year 1 grade point average26. 

Recall that the purpose of the inclusion of the variables in q2i was to remove any systematic factors 

that influenced both the student’s decision to attend PASS and their exam grade from the 

regression’s error term27. While the variables included in q2i cannot lay claim to eliminating all 

relevant heterogeneity from the regression residual, we are confident that they have captured a 

significant proportion. Before we discuss strategies that continue to tackle this particular issue, we 

shall investigate the origin of the potential positive effect of attending PASS sessions in somewhat 

more detail. In particular we are interested in whether the positive effect that seems to prevail is an 

effect that applies to all PASS groups or whether there are significant differences between groups. 

As we do have information on which group students attended, we can use this for an attempt to 

differentiate between the groups. 

We shall use the estimated model (10f) as a starting point. Instead of including the PASS attendance 

variable directly we shall interact it with 18 group dummy variables, dgi,j which takes the value 1 if 

the ith student is a member of the jth PASS group and 0 otherwise. We then estimate the following 

model:  

 𝑦𝑖 = δ0 + δ1,1(𝑝𝑎𝑖 ∗ 𝑑𝑔1,𝑖) + … + δ1,18(𝑝𝑎𝑖 ∗ 𝑑𝑔18,𝑖) + δ2𝑞1𝑖 + δ3𝑞2𝑖 + 𝜀𝑖 (11) 

The estimate to δ1,j will then indicate by how much, everything else being equal, a student, being a 

member of the jth PASS group, should expect one extra PASS session to increase the final exam 

grade28. In Table 8 we report the parameter estimates for δ1,j for j = 1, …, 18. 
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 Qualitatively the same results as in columns (3e) and (3f) can be obtained when only including the Year 1 
average instead of the entire list of q2i variables. Results are available on request. 
27

 A good discussion of the underlying models applied to a similar problem is found in Angrist and Lavy (2001). 
28

 Note that a student that was not allocated to any PASS group (26% of the cohort) would not be captured by 
any of the group dummy variables. 
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Model (11) R
2
 = 0.5055     

�̂�𝟏,𝟏 0.6187 �̂�𝟏,𝟕 -0.1270 �̂�𝟏,𝟏𝟑 1.1469 

�̂�𝟏,𝟐 0.8395 �̂�𝟏,𝟖 0.7037 �̂�𝟏,𝟏𝟒 1.5962*** 

�̂�𝟏,𝟑 1.9369*** �̂�𝟏,𝟗 0.4469 �̂�𝟏,𝟏𝟓 0.4804 

�̂�𝟏,𝟒 0.0513 �̂�𝟏,𝟏𝟎 0.1781 �̂�𝟏,𝟏𝟔 3.0316*** 

�̂�𝟏,𝟓 0.2873 �̂�𝟏,𝟏𝟏 0.4387 �̂�𝟏,𝟏𝟕 1.3865** 

�̂�𝟏,𝟔 1.7218*** �̂�𝟏,𝟏𝟐 1.4373*** �̂�𝟏,𝟏𝟖 1.2715 

Table 8. Parameter estimates of Model (4). *** /**/* significant at 1/5/10% significance level (using White 

standard errors).  

It is apparent from Table 5 that the estimated effects vary quite dramatically from -0.1270 to 3.0316. 

And while a few individual groups seem to be associated with individually significant effects (in 

particular groups 3, 6, 12, 14, 16 and 17, the majority of groups have individually insignificant effects. 

But a note of caution is in order. The individual effects are estimated with a large degree of 

uncertainty as each group has between 12 and 15 members only. In fact a hypothesis test that tests 

the null hypothesis that all coefficients are of equal size cannot be rejected at any of the usual 

significance levels for this reason (F-test = 0.826 with p-value = 0.6625). While this last analysis 

illustrates that there could well be large variations in the effectiveness of individual PASS groups, the 

data are not really rich enough to establish such a result with confidence. 

In this section we used a number of available variables to proxy for student heterogeneity. By 

allowing for such observed heterogeneity we reduced the raw effect of PASS participation by about 

40-50%, depending on our measure of PASS participation. The information that was responsible for 

this reduction is mainly prior grade information (for a specific pre-requisite and the Year 1 average). 

It is likely that there is additional unobserved student heterogeneity that is relevant for the grade 

and also correlated with PASS attendance. For this reason, even the reduced effect of PASS 

attendance needs to be interpreted carefully as it is most likely still overestimated, assuming that 

the unobserved variation in students is positively correlated with both, PASS attendance and grade 

outcomes. 

 

8. Matching Estimators 
An alternative approach to allow for selection bias is to use matching estimators. Before describing 

details of these estimators it should be pointed out, that the approach taken here, while being 

different in some important details, achieves conceptually the same as the use of proxy variables 

described in the previous section. We control for selection bias that can be explained with the use of 

observed variables. We also say that the selection bias arises from observed heterogeneity. For the 

purpose of this paper we restrict the application of matching estimators to the binary treatment 

variable 𝑝ℎ𝑖 which indicates whether a student attended at least 4 of the 9 PASS sessions. 

What distinguishes this approach from the use of the proxy variables is that matching estimators do 

not require the relation between the variables that capture the unobserved heterogeneity and the 

outcome variable to be linear.  
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The main idea behind matching is best explained by reference to the definition of the average 

treatment effect of the treated (ATT) in equation (4) which is replicated here 

 𝛿𝐴𝑇𝑇 = 𝐸[𝑦1𝑖|𝑞𝑖 , 𝑝ℎ𝑖 = 1] − 𝐸[𝑦0𝑖|𝑞𝑖 , 𝑝ℎ𝑖 = 1] (12) 

The first expectation, can be approximated by the sample grade average of those that received 

treatment (𝑝ℎ𝑖 = 1) as for these 𝑦1𝑖 = 𝑦𝑖, the observed grade. However, the second term is the 

counterfactual for the same group of students and, of course, 𝑦0𝑖  is unobserved. What the matching 

estimator achieves is that it constructs a comparison group, from which to estimate 𝐸[𝑦0𝑖|𝑞𝑖, 𝑝ℎ𝑖 =

1]. The first crucial assumption here is that selection is independent of the potential outcomes, 𝑦0𝑖  

and 𝑦1𝑖, conditioned on covariates 𝑞𝑖. This is the same assumption that is used to justify the proxy 

variable approach in the previous section. Under this assumption we can replace 𝐸[𝑦0𝑖|𝑞𝑖, 𝑝ℎ𝑖 = 1] 

with 𝐸[𝑦0𝑖|𝑞𝑖, 𝑝ℎ𝑖 = 0] which in turn allows us to estimate this quantity from those observations 

that did not receive the intervention. 

The issue a matching algorithm then has to tackle is to select a comparison group from all those 

observations with (𝑝ℎ𝑖 = 0) that is comparable in terms of covariates, 𝑞𝑖, to those of the treated 

group29. A variety of different ways exist to assemble these comparison groups. The most intuitive 

way to do this is to select a comparison observations that match those in the treatment group in 

terms of their values for the conditioning variables in 𝑞𝑖. If the variables are continuous variables it 

will be difficult or impossible to find exact matches in which case one has to find observations that 

are close in some sense. There are different ways in which closeness can be defined. We implement 

an algorithm by Sekhon (2011) that attempts to find those comparison observations that match the 

empirical properties of the comparison group as close as possible to that of the treatment group. 

This estimator will be labelled CovMatch in the results table. 

Perhaps the most common approach to deal with the multi-dimensional nature of closeness 

comparison is to use propensity scores to match. What is required here is a model to estimate the 

probability that an individual chooses treatment given the available covariate information, 

𝑃(𝑝ℎ𝑖 = 1|𝑞𝑖). Such models are standard in the econometric literature and the model used here is 

the logit model. Once estimated probabilities are available, then matching is achieved by matching 

the propensity scores of those in the treatment group to students in the control group. The resulting 

matching estimator is labelled PropMatch in the results table. 

When applying either of the matching algorithms one needs to make decisions that are quite similar 

to the choice of explanatory variables in a regression framework. For the CovMatch algorithm one 

needs to decide which covariates ought to be matched on and for the PropMatch estimator one 

needs to decide which variables are to be used to model the propensity scores. Here we choose 

Micro, Gender and Y1_GPA as the variables to model the probability to be a high pass attender, 

𝑃(𝑝ℎ𝑖 = 1|𝑀𝑖𝑐𝑟𝑜𝑖, 𝐺𝑒𝑛𝑑𝑒𝑟𝑖, 𝑌1_𝐺𝑃𝐴𝑖) which is then used as the matching variable in the 

PropMatch estimator30. The CovMatch estimator is chosen to minimise the empirical differences 

between the following variables: Micro, Gender, Y1_GPA, Eth_cat and Year3. 

                                                           
29

 This paper will not go into much technical detail. There is an extensive literature and thorough discussions 
can be found in Morgan and Winship (2007) and Imbens (2004). The matching algorithms used are those 
provided in the matching package written by J.S. Sekhon for the R Statistical software, Sekhon (2011). 
30

 These are the variables that proved statistically significant in the Logit model. 
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The resulting estimators are shown in Table 9. In the ATT column we can see that the estimated 

effect of being a high PASS attender is an expected grade increase of 5.3 (PropMatch estimator) and 

3.5 (CovMatch estimator) marks. The standard errors reveal that these effects are statistically 

significant at the 1% and 5% significance level respectively. 

Matching 
Estimators ATT  

 
ATN 

 
 ATE 

  

 δ̂  𝑠𝑒(δ̂) δ̂  𝑠𝑒(δ̂) δ̂  𝑠𝑒(δ̂) 
PropMatch 5.2576 *** (1.8200) 6.3268 *** (2.1346) 5.9557 *** (1.7836) 
𝑪𝒐𝒗𝑴𝒂𝒕𝒄𝒉 3.4862 ** (1.7247) 5.0098 *** (1.7729) 4.4809 *** (1.5450) 

Table 9. Matching estimators of the effect of being a high PASS attender. Standard errors are bootstrapped standard 
errors. *** /**/* significant at 1/5/10% significance level.  

The description of the matching estimator was illustrated for the case of the average treatment 

effect of the treated (ATT), but the matching estimator can also be used to estimate the average 

treatment effect of the non-treated (ATN) and the average treatment effect (ATE). The differences 

arise from conditioning over different distributions of the covariate variables. 

The results for ATN and ATE are also shown in Table 9 and we can see that for both matching 

estimators the estimated effect is somewhat larger for the non-treated students. In other words, the 

students that did not participate in PASS could have benefitted more from attending PASS than the 

students who were high PASS attenders. However, when compared to the estimated standard errors 

it also obvious that these differences are not statistically significant. The ATE estimators are located 

between the ATT and ATN estimators as they describe a mixture of both effects. In general we find 

the CovMatch estimators to be somewhat smaller than the PropMatch estimators. 

It is also worth comparing these results to those obtained from the approach adopted in the 

previous section. In Model (10e) (see Table 7) we found the marginal effect of being a high PASS 

attender to be 4.22 grades. This value is clearly in the same ball-park as the matching estimators31. 

This is not really surprising when recalling that both approaches are designed to deal with selection 

on observables and indeed that a regression approach can be interpreted as a matching estimator 

with weight determined by the variances of the treatment probability (Angrist and Pischke, 2009, 

pp75-76). As a consequence of this interpretation it is also apparent that the regression estimate 

cannot be interpreted as either ATT or ATN or ATE. 

When applying matching estimators it is customary to compare the empirical properties of the 

treatment and control groups to ensure that the matching indeed generated comparable treatment 

and control groups. This can be done in a variety of ways. Here we will look at mean values for 

covariates and where covariates are continuously distributed we also report p-values for 

Kolmogorov-Smirnov (KS) test statistics that test the null hypothesis that the respective covariate is 

equally distributed in the treatment and control groups. Results are shown in Table 10. 

  

                                                           
31

 When evaluating a slightly different peer assisted scheme Ward et al. (2013) also found that matching and 
regression estimators delivered very similar impact estimates. 
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Matching 
Estimators  

Before 
matching  

After 
matching 

 

    PropMatch CovMatch 

covariate Property Treatment 

𝑝ℎ
𝑖

= 1 

Control 

𝑝ℎ
𝑖

= 0 

Control 

𝑝ℎ
𝑖

= 0 

Control 

𝑝ℎ
𝑖

= 0 

Micro mean 72.414 69.775 69.883 72.564 
 KS (p-value)  0.099 0.071 0.388 

Stats mean 69.467 63.658 67.717 70.227 
 KS (p-value)  0.004 0.136 0.757 

Y1_GPA mean 66.024 61.533 64.929 65.934 
 KS (p-value)  0.000 0.447 0.789 

Eth_cat(Chinese) mean 0.3028 0.3415 0.3891 0.3211 
Eth_cat(White) mean 0.3945 0.3561 0.3249 0.4038 
Eth_cat(Other) mean 0.1101 0.0634 0.0757 0.0734 

Year 3 mean 0.3395 0.2585 0.4121 0.3670 
Gender(Male) mean 0.5138 0.6732 0.4602 0.5138 

      

Table 10. Properties of treatment and control groups. Mean is the mean value of the relevant covariate in the treatment 
and control group. For the discrete dummy variables, Eth_cat(Chinese), Eth_cat(White), Eth_cat(Black), Year 3 and 
Gender(male) the values indicate the relevant proportions. E.g. there are 51% males in the treatment group. Where 
covariates are continuous we also report the p-value of a Kolmogorov-Smirnov test that tests for differences in the 
distribution of the relevant covariate. The null hypothesis is that there is no difference and the p-values are bootstrap p-
values. 

First it is useful to look at the results in the “Before Matching” columns for treatment and control 

groups. Comparing the two columns we can see that in particular the mean values for the variables 

Stats, Y1_GPA, Year 3 and Gender(Male) differ. This is not surprising as we are aware that better 

students are more likely to be high PASS attenders and therefore be in the treatment group (𝑝ℎ𝑖 =

1). On average their Year 1 average is 4.5 grades and their prerequisite statistics grade 6 grades 

higher than that for students in the control group. This is, of course, just an indication for selection 

on observable variables, the issue matching estimators are to tackle. For the continuous variables 

(Stats and Y1_GPA) we can also see that the KS tests clearly reject the null hypothesis that these 

covariates are equally distributed in treatment and control groups. Interestingly we also note that 

the proportion of male students (which is 62% across the whole class) in the treatment group is 

significantly smaller than in the control group. Male students are significantly less likely to be high 

PASS attenders than female students. 

In the “After Matching” columns we can see the empirical attributes of the matched control groups. 

In the column labelled “PropMatch” we can see the control group properties when using propensity 

scores in the matching algorithm. Most notably the KS test statistics now indicate that the 

distributions of grades (Stats and Y1_GPA) are not significantly different between treatment and 

control groups (p-values of 0.136 and 0.447 respectively). This is also reflected in smaller differences 

between the mean grades. We also see that the proportion of gender(Males) is more similar now (46% 

in matched control and 51% in treatment group). This is no surprise as the gender variable is a 

statistically significant variable in the propensity score model32. As the ethnicity variables do not 

contribute to the variation in propensity scores, this explains why the ethnicity group proportions in 

                                                           
32

 No details of this model are reported. The variables that determine variation in the propensity scores are the 
gender and Y1_GPA variables. 
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the propensity score matched control groups are not closer to those in the treatment group when 

compared to those in the unmatched control group. 

The CovMatch algorithm produces a control group that is even closer in covariance properties to the 

treatment group. This is, of course, no surprise as that algorithm chooses the control group in a 

manner that minimises these differences (see Sekhon, 2011). In particular the grade variables and 

the gender proportions are now extremely close between the matched control and the treatment 

group. As we saw in Table 9, the effect estimators resulting from covariance matching were between 

20 and 35% smaller than those from the propensity matching algorithm. 

9. The Use of Instruments 
We discussed in Section 6 that the cleanest way to disentangle any unobserved heterogeneity from 

the treatment/intervention variable is to assign the treatment randomly to a subgroup of students. 

If however, there is either a strong bias that a treatment will work or a treatment has already been 

offered widely such a strategy may be undesirable. This is certainly the case with PASS schemes. 

University administration and ethics committees may be unwilling to contemplate a randomised 

controlled trial as PASS schemes are widely believed to have a number of benefits (for students 

attending and indeed delivering the PASS sessions) which may go beyond the examinable grade 

impact. 

In such cases an alternative, yet standard econometric technique to tackle the issue of endogeneity 

of the treatment variable, Instrumental Variable (IV) Estimation, may be available. What is required 

in this context is one (or several) instrumental variable(s). They need to have the following 

properties. First, they are irrelevant for the outcome (here exam grades) and hence can be excluded 

from your econometric model for exam grades. Second, they are uncorrelated to the regression 

error term, i.e. uncorrelated to the unobserved heterogeneity that causes the above problem of 

endogeneity. Third, it is correlated with the endogenous intervention variable, the measure of PASS 

attendance. 

If such variable(s) were available, the parameters in model (10) could be estimated by IV33. The 

practical problem of IV is to identify suitable instruments. In the context of the current problem we 

require student specific information that explains why students attend PASS sessions without this 

information having any direct explanatory power for the exam grade.  

Instruments tend to be very difficult to come by and often they arise from natural experiments. No 

such lucky circumstances are available in the context of this study. Sometimes a researcher can 

create useful instruments. Here we attempted to create an instrument using the following scheme. 

The course unit lecturer send an email to a randomly selected sub-group of students which 

attempted to encourage these students to attend PASS sessions. Conditional on such an email 

having no motivational effect beyond increasing the probability to go to PASS sessions34 we can then 

                                                           
33

 Technical details of instrumental variables estimation can be found in any econometrics textbook, e.g. 
Wooldridge (2013). A more substantive and intuitive explanation can be found in Angrist and Pischke (2015). 
34

 In other words, to be a useful instrument the email should not increase the general motivation of students 
to work harder/better for this course units. It should merely motivate them to go to PASS sessions. 
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use the dummy variable, enci (which takes a value of 1 if the ith student received that email and 0 

otherwise) as an instrument. 

As mentioned earlier we also have gender information which turned out to be correlated to PASS 

attendance. It was statistically significant in the logit model used to model propensity scores. From 

Table 10 we could also see that males were less likely to be high PASS attenders than females. 

Whether gender can be used as a potential instrument depends on whether we can justify the 

exclusion of a gender variable from the basic model (10) as an explanatory variable.  While it turns 

out that gender does not appear to be a statistically significant addition to that model, it is 

important to note that this is not sufficient to conclude that the exclusion restriction for these 

variables is satisfied35. A paper by Ceci et al. (2014) reviews some of the relevant literature and 

comes to the conclusion that there is little evidence that there are significant performance 

differences (when using tests of mathematical skills) between the genders, but for males being 

overrepresented in the very right tail of the distribution. When interpreting the following results we 

will keep in mind that the use of the gender variable as instrument is at best controversial.  

For the remainder of this section we will work with the two potential instruments, enci and geni, (= 1 

if a student is male). It is important that the instruments (collectively) explain a significant amount of 

variation in the intervention variable. Only if that is the case, will the IV estimation method produce 

precise estimates of the intervention effect (δ1 in Model (3)). To establish that this is the case we can 

look at the following (first stage) regression 

 𝑝𝑎𝑖 = γ0+γ1𝑞𝑖 + γ2𝑒𝑛𝑐𝑖 + γ3𝑔𝑒𝑛𝑖 + 𝑣𝑖  (13) 

where the variable vector qi now contains those explanatory variables that, from the analysis in 

Section 7 have proved statistically significant, the grade in the prerequisite statistics course unit, the 

Year 1 GPA, a dummy variable indicating whether a student took the course unit in their 3rd year, a 

dummy indicating whether a student is an overseas student and a set of dummy variables indicating 

the Programme students are enrolled on.  We are, however, mainly interested in the effect of the 

instruments enci and geni. While the gender dummy proves statistically significant at the 95% 

significance level, the encouragement email turns out to have no effect on students’ attendance to 

PASS sessions36. When using a F-test to test the null hypothesis that  γ2 = γ3 = 0 we obtain a F-

statistic of 5.816 with a p-value of 0.003. While this may be considered statistically significant the 

fairly small F-test statistic is evidence of a very weak relationship. Even if we were to accept the role 

of gender as an instrument, the fact that we have weak instruments will lead us to not put too much 

store on the following IV estimation results. 

Despite the weakness of the instruments we report the OLS and IV estimations for the following 

regression model  

 𝑦𝑖 = δ0 + δ1𝑝𝑎𝑖 + δ2𝑞𝑖 + 𝜀𝑖 (14) 

                                                           
35

 It is well known that the exclusion restriction cannot be tested empirically and has to be motivated through 
other arguments, e.g. the knowledge of random assignment. 
36

 While it is no news to these lecturers that students tend to ignore the advice of lecturers, it nethertheless 
came as a relief to this particular lecturer (Becker) that similar experiments by other lecturers at The University 
of Manchester resulted in similar student (non) reactions. 
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in Table 11. In fact we will also report the results for the case in which we use phi as the intervention 

variable. The OLS versions of these models are close to models (10e) and (10f) and only differ in that 

statistically insignificant variables have been excluded. 

Model (6)         
Method OLS  IV  OLS  IV  

Instruments   gen, enc    gen, enc  

Const -15.601 *** -15.44 *** -15.204 *** -14.774 ** 
pa 0.793 *** 0.865      
ph     4.476 ** 5.380  

stats 0.118 * 0.118 * 0.117 * 0.116 * 
Y1gpa 0.977 *** 0.972 *** 0.980 *** 0.969 *** 

Y3stud 2.921 * 2.895 * 3.012 * 2.971 * 
Overseas -2.900 ** -2.883 * -2.840 * -2.790 * 

Prog(BEconSc) 4.067 ** 4.125 ** 3.804 ** 3.881 ** 
Prog(IBFE) 3.777  3.806  3.556  3.575  

Prog(Other) 3.900  4.077  3.362  3.649  
Prog(PPE) -0.392  -0.336  -0.906  -0.887  

         
R

2
 0.495  0.495  0.493  0.493  

Stage 1 F-test   5.816    4.334  
(p-value)   (0.003)    (0.014)  

Table 11. Parameter estimates of Model (4). *** /**/* significant at 1/5/10% significance level (using White 
standard errors). The base category for the Programme membership is the BA(Econ). 

A number of things can be seen from this Table. Importantly, while the OLS estimations deliver 

statistically significant coefficients for the intervention variables (pa or ph), the IV estimations deliver 

coefficient estimates with very similar, but not statistically significant values. This is a result of the 

very weak instruments which were used in the IV estimation. The application of IV estimation has, in 

this case, not progressed our effort to isolate the effect of PASS attendance on the exam grade. As 

argued before, the significant estimates for (pa or ph) in the OLS estimations cannot necessarily be 

taken as evidence for a significant impact of PASS attendance on exam grades as we cannot be 

certain that the intervention variable is uncorrelated to the error term. 

In the literature there are two papers we are aware of that attempt to use an instrumenting 

approach, Lewis et al. (2005) and Loviscek and Cloutier (1997). Their approach is different in the 

sense that they apply a two-stage Heckman estimator (see also Blundell, 2005), the validity of which, 

however, also crucially depends on the availability of an instrument. Both papers find apparently 

significant effects of PASS attendance, effects in the order of 1.5 times the standard deviation of 

grade outcomes. We are, however, not convinced that the authors did identify sufficiently strong 

instruments37. 

10. Using Panel features of the dataset 
In the previous Section we demonstrated how IV estimators can potentially be used to estimate the 

causal effect of PASS attendance on exam grades even under the presence of unobserved 

                                                           
37

 Also see Bushway et al. (2007) for a discussion of problems that can arise in the application of a Heckman 
two-step correction. In a further indication that the result in Lewis et al. (2005) is inflated due to 
methodological issues is that a different methodology shows up virtually now significant effect (although on a 
slightly different dataset). 
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heterogeneity, or selection on unobservable variables. However, as the instruments available, were 

at best weak, and at worst invalid instruments (gender), IV estimation did not deliver any conclusive 

evidence. 

There is one more feature in the econometrics data-set that can potentially deliver additional 

information. Most PASS schemes run in the first year of a student’s degree. This PASS scheme , 

however, relates to a 2nd year course unit. This has the advantage that it delivers important 

conditioning information (Stats, Micro, Y1_GPA) from the student’s first year  that would not 

normally be available. This gives the dataset some Panel characteristics. We speak of Panel data 

when we have repeated observations for one variable for the same individual (just observed at 

different times). While this is not strictly true in that students do not take Econometrics in Year 1 

and Year 2, we do have grade information (albeit pertaining to different course units) from Year 1 

and 238. 

Let’s reconsider the basic regression model used to estimate the conditional expectation function: 

 𝑦𝑖𝑡 = δ0 + δ1𝑥𝑖𝑡 + δ2𝑞𝑓𝑖𝑡 + 𝜀𝑖𝑡 (15) 

As before we label with 𝑦 the outcome variable used to evaluate the intervention and 𝑥 represents 

the intervention variable (either 𝑝𝑎𝑖𝑡  or 𝑝ℎ𝑖𝑡). As this model stands we need to allow for the 

possibility that the intervention variable (PASS attendance) is correlated with the error term, 

resulting in biased estimates of δ1 if we were to apply OLS to (15). Model (15), however, differs in 

the following aspects to that used previously: First, all variables now also have a time subscript t = 

Year 1, Year 2, which indicates that variables are observed in Years 1 and 239. Second, the vector of 

covariate variables 𝑞𝑓𝑖𝑡 now only contains student characteristics such as their gender, programme, 

home or overseas and ethnic status. All of these are fixed, such that 𝑞𝑓𝑖1 = 𝑞𝑓𝑖2. 

The basic idea of using Panel data to isolate a causal effect of 𝑥 on 𝑦 is best illustrated by looking at 

the differenced version of model (15): 

 𝑦𝑖2 − 𝑦𝑖1 = δ0 − δ0 + δ1(𝑥𝑖2 − 𝑥𝑖1) + δ2(𝑞𝑓𝑖2 − 𝑞𝑓𝑖1) + 𝜀𝑖2 − 𝜀𝑖1 (16) 

which results from subtracting model (15) for period t = 1, from model (15) for period t = 2. This will 

simplify significantly after noting that 𝑞𝑓𝑖1 − 𝑞𝑓𝑖2 = 0 , 𝑥𝑖1 = 0 as no student participated in any 

Year 1 PASS scheme40 and defining 𝑣𝑖2 = 𝜀𝑖2 − 𝜀𝑖1: 

 𝑦𝑖2 − 𝑦𝑖1 = δ1𝑥𝑖2 + 𝑣𝑖2. (17) 
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 The only other paper in this literature that states that it exploited some panel data feature is Dancer et al. 
(2007). However, the data description in that paper does not allow the conclusion that their data indeed do 
have a panel feature and therefore the results of fixed effects and random effects estimations are impossible 
to interpret. 
39

 As discussed in the Data Section there are actually some students which take the econometrics course unit 
in Year 3 (and a subset of these which take the statistics prerequisite course in Year 2). For simplicity we 
abstract from this complication, but note that the Year 3 dummy variable has been used to allow for these 
students. 
40

 This is certainly true for the cohort of students considered here. A year later econometrics students would 
have also been able to attend a 1

st
 Year PASS scheme.  
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We are now essentially modelling the improvement in grades as a function of PASS participation41. 

The coefficient δ1 has a causal interpretation if all selection on unobservable variables was due to 

student characteristics that, while unobservable, were also constant through time. Further we need 

to assume that the effect of these unobservable variables was identical on 𝑦𝑖1 and 𝑦𝑖2 (see Angrist 

and Pischke, Chapter 5). Given these assumptions then this omitted effect will difference out in the 

new differenced error term  𝑣𝑖2 = 𝜀𝑖2 − 𝜀𝑖1. As this effect is thus removed from the error term this 

would also eliminate any correlation between the intervention variable 𝑥𝑖2 and the error term 𝑣𝑖2, 

allowing parameter estimation by OLS. 

Of course, while 𝑦𝑖2 is the Semester 1 exam grade for the econometrics course unit students take in 

their 2nd year, there is no such exam in their 1st year, 𝑦𝑖1. This means that the pure Panel data 

approach is not applicable here. However, in the following analysis we will replace 𝑦𝑖1 with either 

the Year1_GPA or the stats variable. This approach, which in a slightly different context has also 

been used by Andrietti and Velasco (2015), has two obvious shortcomings. First, we now treat 

variables (Year1_GPA and stats) that previously were used as conditioning variables as pre-

intervention outcome variables. Second, we acknowledge that the difference between the 

definitions for 𝑦𝑖1 and 𝑦𝑖2  makes the above assumption that the unobserved variables have identical 

effects on 𝑦𝑖1 and 𝑦𝑖2 less credible. Despite these two concerns we believe that this analysis has 

marginal value in the context of the analysis in this paper as we offer this analysis as an additional 

robustness check amongst a set of techniques that all have some shortcomings. 

Due to the different nature of 𝑦𝑖1 and 𝑦𝑖2 it is also likely that the effect of 𝑞𝑓𝑖𝑡 does not cancel out 

and hence Table 12 will also present results that include these variables. 
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 When estimating this model one would also include a constant term that allows for a trend the data. In fact 
it is an important identifying assumption that this trend is common across treatment and control groups. 
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Model (17) Method OLS     

Dependent Var Intervention Var      
𝑦𝑖1 𝑥𝑖2 𝑞𝑓𝑖2 δ̂1 𝑠𝑒(δ̂1)  𝑅2 

𝑠𝑡𝑎𝑡𝑠𝑖1 𝑝𝑎
𝑖2

 no 0.6364 (0.2970) ** 0.01342 

𝑌1_𝑔𝑝𝑎
𝑖1

 𝑝𝑎
𝑖2

 no 0.8909 (0.2412) ** 0.04533 

𝑠𝑡𝑎𝑡𝑠𝑖1 𝑝𝑎
𝑖2

 yes 0.6308 (0.2849) ** 0.16860 

𝑌1_𝑔𝑝𝑎
𝑖1

 𝑝𝑎
𝑖2

 yes 0.8473 (0.2374) ** 0.10350 

𝑠𝑡𝑎𝑡𝑠𝑖1 𝑝ℎ
𝑖2

 no 3.9541 (1.7130) *** 0.01453 

𝑌1_𝑔𝑝𝑎
𝑖1

 𝑝ℎ
𝑖2

 no 5.2725 (1.3134) *** 0.04452 

𝑠𝑡𝑎𝑡𝑠𝑖1 𝑝ℎ
𝑖2

 yes 3.4095 (1.6392) *** 0.16660 

𝑌1_𝑔𝑝𝑎
𝑖1

 𝑝ℎ
𝑖2

 Yes 4.7913 (1.2894) *** 0.09999 

       

Table 12. OLS parameter estimates for 𝜹𝟏 in Model (17). *** /**/* significant at 1/5/10% significance level 
(using White standard errors). The base category for the Programme membership is the BA(Econ). 

Before interpreting the estimated coefficients in Table 11 it is useful to remember that the 

estimated marginal effects of  𝑝𝑎𝑖  and 𝑝ℎ𝑖 were estimated to be 0.817 and 4.220 respectively in the 

Models with all covariates (columns (10f) and (10e) in Table 6). 

It is immediately apparent that the impact estimates from model (17) are fairly similar to those in 

the regression models with covariates. This is irrespective of the definition of 𝑦𝑖1 in the dependent 

variable (𝑦𝑖2 − 𝑦𝑖1), the choice of intervention variable (𝑥𝑖2) and whether extra covariates (𝑞𝑓𝑖𝑡) 

were included or not.  All estimates are estimated to be statistically significant. A few interesting 

details arise from these results. The impact coefficient is smaller when using the first year statistics 

course result as the relevant Year 1 grade (for both definitions of the intervention variable). When 

not using any covariates (but for the intervention variable) we find higher, but still small, 𝑅2 values 

when using the Year 1 GPA as the pre-treatment outcome variable. This is perhaps not surprising 

when we recognise that the 1st year statistics grade is more variable than the Year 1 GPA (see Table 

2). When including the covariates (𝑞𝑓𝑖𝑡) this is reversed mainly due to the fact that overseas students 

tend to do significantly better in Year 1 statistics course units (but not overall in Year 1 and not in 

econometrics).  

The additional benefit of this methodology, as compared to the regression and matching approach, 

is that, conditional on the above assumptions holding, we can allow for selection on unobservable 

variables, as long as these variables remain constant. Doing this has delivered impact estimates for 

PASS attendance that are very similar to those coming from the regression and matching approach. 

But it needs to be noted that any selection bias that comes from student heterogeneity that is 

captured by neither observed variables nor constant through time has not been sufficiently taken 

into account by our analysis. 

11. Conclusion 
It was the aim of this paper to establish whether attendance in voluntary PASS schemes has any 

significant and measurable effect on student’s grade performance. Here we put particular emphasis 

on the possibility of self-selection bias and explicitly describe efforts to control for this. 
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One of the strategies to control for selection bias was to use covariates that have the potential to 

capture the reasons for self-selection. This is done, both by using regression and matching 

estimators. Both these estimators suggest that the effect of attending PASS sessions is potentially 

significant, statistically and indeed in substance. The measured advantage for being a regular PASS 

attendee is in the order of 5 marks and the average exam grade advantage of one additional PASS 

session per semester in the order of 0.8 marks. When comparing this to the exam grade standard 

deviation of 16, we obtain an effect size (of high PASS attendance) of a third of a standard deviation. 

The size of this effect is at the lower end of the effect sizes range that was described in the review 

paper by Dawson et al. (2014) who report effect sizes between 1/3 and 2/3 of a standard deviation. 

The use of conditioning variables has significantly reduced the size of this effect. Without these 

conditioning strategies, the apparent positive grade effect of PASS attendance would be much closer 

to a value of around 0.6 standard deviations. 

The effect size estimates obtained in this manner would have a causal interpretation if the self-

selection was fully explained by the variables used in the above control strategy. We are confident 

that the controls used here are better controls than in most previous studies. This would mainly be 

due to the fact that we have pre-PASS attendance grade information obtained at University level 

(Year 1) as opposed to High-School level grade information used by almost all previous studies. 

However, as we cannot exclude the possibility that some degree of self-selection arises from 

unobserved factors, we recommend that these results are interpreted with some degree of caution. 

We also outlined how one would use econometric techniques to arrive at reliable causal 

interpretations even if some selection was related to unobserved heterogeneity that also impacts 

the course unit grade directly. For instance we described an experimental setup that potentially 

could have delivered a valid instrumental variable, but were not successful in that endeavour.  

Lastly, we revisited an earlier attempt at using a randomised control trial to eliminate any bias in our 

effect estimate. By revisiting that data-set we show that it was not carefully constructed to deliver 

any robust and positive results. We therefore recommend that institutions find ways to implement 

robust identification strategies (e.g. a randomised control trial). We acknowledge that this may not 

be a straightforward endeavour as a positive grade effect is merely one of many potential positive 

effects (see e.g. Dawson et al., 2014, for a review of the range of effects). The fact that a large 

number of Universities have been implementing PASS schemes, sometimes over decades, illustrates 

that there is a deep belief that these schemes have benefits for students and PASS leaders, which is, 

of course, the reason why institutions will hesitate to implement randomised trials, thus preventing 

the accumulation of real robust evidence. 
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