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Abstract

This paper studies the link between domestic inflation for 19 OECD countries and a

corresponding country-specific global inflation series. This is achieved through an iterative

methodology, which iterates between coefficient and variance tests, while taking account of

outliers. This procedure is applied to both univariate and bivariate inflation models that

relate domestic and global inflation, with the latter is calculated as a trade-weighted average

of inflation in a country’s trading partners. The empirical analysis uses monthly consumer

price inflation over 1970 to 2010 and the following key results emerge. First, the univariate

analysis yields breaks in the conditional mean that are broadly consistent with the existing

literature. Second, we document clusters of variance breaks occuring around the mid 1970s,

early 1980s and early 1990s, casting doubt on the claim in the literature that changes of

the inflation has been mainly in the mean. Third, bivariate models show a positive and

strengthening contemporaneous relationship between domestic and country specific global

inflation. Although the dates and extent of change vary over countries, our results imply

increased co-movements of infation, particularly during the 1980s and 1990s. Fourth, we

demonstrate that the above results crucially depend on an appropriate treatment of outliers.

Keywords: International inflation, co-movements, multiple structural breaks

JEL Classification: C32, E31

This work is a chapter of Gantungalag Altansukh’s PhD thesis. A detailed analysis of change in international
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1 Introduction

Over the last decade or so, policymakers and researchers have documented and discussed

the globalization of inflation, namely the apparently strong co-movement of inflation seen

over the last two decades or more. Indeed, even in the context of the large economies of the

US and Euro area, Bernanke (2007) and Trichet (2008), respectively, emphasize that their

central banks now need to monitor carefully international price developments and analyze

their implications for the domestic economy. The strong link between domestic inflation

and the international environment is also recognized in the models of Pesaran et al. (2004);

Ciccarelli and Mojon (2010); Mumtaz and Surico (2012) and many others. However, Bataa

et al. (2013a) is, to our knowledge, the only paper that attempts to pin down the nature and

dates of change in international inflation linkages between specific countries.

Studies of the globalization of inflation predominantly employ factor analysis to extract

a common international inflation component. Changes in co-movement in relation to this

factor are then studied for individual countries, using either subsample analysis or allowing

for random coefficient variation (see Ciccarelli and Mojon, 2010; Monacelli and Sala, 2009;

Mumtaz and Surico, 2012; Neely and Rapach, 2011). Nevertheless, implicit and untested

assumptions about parameter constancy are required in order to extract the factor(s), and

changing covariances could make these unreliable. This is established in a univariate context

by Pitarakis (2004), who shows that serious size distortions arise in testing for mean (and/or

persistence) change when volatility is assumed to be stable but is, in fact, subject to breaks.

This chapter studies the globalization of inflation by applying an iterative structural break

testing methodology to model the link between domestic and country-specific foreign inflation.

While the multiple break testing methodology of Bai and Perron (1998) provides the basic

building block, our procedure allows the possibility of distinct changes in the model coefficients

and in volatility. Not only does the presence of volatility breaks affect inference on coefficients,

as shown by Pitarakis (2004), but inference on volatility breaks can be misleading if the

computed residuals are contaminated by un-modeled mean breaks (Sensier and van Dijk,

2004). Further, ignoring the presence of outliers can lead to misspecification and biases

in estimated parameters (see, among others, Giordani et al., 2007; Chen and Liu, 1993).

Therefore, to avoid these problems, breaks in the conditional mean and variance parameters

are identified by iterating between mean and variance tests, with outliers also identified in

relation to conditional mean and volatility regimes. This methodology is closely related to,

and builds upon, that of Bataa et al. (2013a,b).

In these models, country-specific foreign inflation is constructed as the bilateral trade

weighted average of inflation in all other countries in our sample and is treated as weakly

exogenous. As a preliminary step to the bivariate1 inflation models linking domestic and

foreign inflation, univariate inflation models are employed to examine the stability of domestic

1All the models in this chapter are single equation models. In other words, we use the term ”bivariate model”
to refer to the model that shows the relationships between two variables, namely domestic and foreign inflation,
where their lagged and contemporaneous terms are also allowed.
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inflation and to assess the robustness of existing univariate findings. Although there is a

substantial literature on breaks in univariate inflation models, including Cecchetti and Debelle

(2006); O’Reilly and Whelan (2005); Levin and Piger (2003); Bataa et al. (2013b), the tests

applied in almost all papers make the unrealistic assumption that the variance of inflation is

constant over time. Our main focus, however, is analyzing changes in the linkage of domestic

with international monthly CPI inflation for 19 OECD countries over the period January 1970

to September 2010. Further, to be clear, we do not attempt to identify potential reasons for

or channels of international interdependencies in this chapter.

Our main findings can be summarized as follows. Firstly, univariate inflation models yield

inference on breaks in the conditional mean that are broadly consistent with the existing lit-

erature. However, the number of conditional mean (that is, intercept and/or dynamic) breaks

found in our analysis is fewer compared to other studies (see Bataa et al., 2013b; Cecchetti

and Debelle, 2006). Secondly, we document clusters of variance breaks occurring around the

mid 1970s, early 1980s and early 1990s, while only clusters of mean breaks have been widely

documented in the previous literature. These variance breaks typically reflect substantial

declines in the volatility of inflation, casting doubt on the common claim in the literature

that changes of inflation have been mainly in the mean. Thirdly, examining bivariate inflation

models, we find a positive and strengthening contemporaneous relationship between domestic

and country specific foreign inflation. Furthermore, the timing of break dates in conditional

means and variances, identified using bivariate inflation models, also exhibit a clustering pat-

tern around the mid 1970s, early to mid 1980s and early 1990s, suggesting commonality in

changes to international inflation linkages. These bivariate inflation models also confirm a

general pattern of declining persistence of domestic inflation.

The rest of the chapter is organized as follows. Section 2 reviews the literature on in-

ternational inflation and structural break analysis. Section 3 describes our methodology,

including our iterative procedure for structural break detection. Section 4 then presents the

data and section 5 reports the results of both the univariate and bivariate inflation analyses.

A sensitivity analysis is presented in section 6 and section 7 concludes.

2 Review of Literature

This chapter relates to two strands of the empirical literature, namely, modeling international

inflation and testing for structural breaks. The reviews on both strands of literature are

arranged in the following separate subsections.

2.1 International Inflation

Inflation dynamics across countries display a remarkable degree of similarity over the last few

decades. Specifically, inflation becomes low and less volatile after the mid 1980s compared to

a high and volatile period between the 1970s and the early 1980s for most developed countries
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investigated in this chapter. Understanding the reasons for the observed co-movement is not

easy, despite it being a focus of many studies.

Recent studies seem to suggest that the co-movement of inflation should be explained

beyond the conventional view that inflation is a pure monetary phenomenon. Wang and Wen

(2007) document that neither money growth across countries is systematically correlated

nor that country specific monetary shocks produce a co-movement across countries based on

OECD countries’ data. Although it may not necessarily point to the absence of a role for

monetary policy in explaining the co-movements, yet it does not support the hypothesis that

the co-movement of inflation is due primarily to monetary policy coordination2. Similarly, the

recent study by Canova and Ferroni (2012) shows that monetary policy shocks are unable to

capture inflation dynamics fully in the US, although they partially explain volatility declines.

They also note that the level of inflation becomes less responsive to monetary shocks over

time.

A broader perspective is the increased globalization that may have affected domestic

inflation through cheaper imported goods. Cheaper imported goods engender increased com-

petition, lower production costs, and balance demands in different countries. In that respect,

some studies include import prices or global output gaps into a structural model of inflation

as a proxy for the global environment. For example, assuming perfect substitutability of do-

mestic and imported goods, Peacock and Baumann (2008) consider cheaper imported goods

which may exert downward pressure on domestic prices and hence lower inflation for being

a main source of increased globalization. They test their hypothesis based on the structural

New Keynesian Philips Curve (NKPC) by including an intermediate import price in the firm’s

marginal cost using data from the United Kingdom, United States and Japan. Overall results

suggest that import prices help in explaining inflation to some extent, but the influence is

relatively small and constant over time (see also Ihrig et al., 2010, for similar results). This

seems to suggest that an ever deepening globalization has left little mark on international

price linkages. It may be, according to Ball (2006), sharp changes in relative prices matter,

and any small or smooth changes do not have any visible impacts on general price changes.

The literature also documents that the use of an output gap as a global proxy is less

informative in explaining the increased co-movements, as opposing evidences arise from dif-

ferent studies. Borio and Filardo (2007) find an increased role of a global output gap3 in

explaining domestic inflation. However, their results are criticized as being sensitive to model

specification (Mishkin, 2009; Ihrig et al., 2010). A number of studies employing similar data

sets (OECD countries) find less significant evidences for the global output gap when different

specifications are employed (see Ihrig et al., 2010; Ball, 2006; Calza, 2009, for industrial coun-

2Countries may adopt similar monetary policies due to a pegged currency. Specifically, trade and financial
integration may cause countries to peg their exchange rates to a larger currency area which allows monetary shocks
in larger economies to affect smaller economies, hence the co-movements of domestic inflations (Borio and Filardo,
2007). This hypothesis may be more relevant to Euro area countries. There has been a common monetary policy
across Euro area countries since 1999, but exchange rates have been linked across many of these countries since
1979.

3The global output gap is measured by a weighted average of output gaps in other countries.
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tries). For instance, Calza (2009) employs both backward looking and forward looking Philips

Curves augmenting them by a global output gap and finds the corresponding coefficient to be

insignificant except in a backward looking Philips Curve where a level change is taken into

account.

The approaches reviewed above account for only a single channel that links inflation

across countries. Alternatively, Pesaran et al. (2004) propose a Global Vector Autoregressive

(GVAR) method in which interactions of various macroeconomic variables across markets

and across countries are examined simultaneously (see also Dees et al., 2007, for further

details). Although it may be appropriate to consider more than one variable, the related

studies are broader than the framework of our study and not particularly focused on inflation.

Therefore, we do not discuss the GVAR methodology in detail. Further, we do not attempt to

identify potential reasons for or channels of inflation co-movements in this chapter. Instead we

attempt to measure the impact of international interdependencies on the domestic inflation

and analyze its changes over time. In this respect, our study relates to a common factor

approach.

There are several studies that address the international co-movement of inflation by ex-

tracting a common factor from various cross country data. This method is well suited for

disentangling country specific and globally common shocks to inflation. The principal com-

monality measure of inflation they propose is to deduce the share of domestic inflation variance

attributable to a common factor fluctuation. The corresponding results are largely consistent

with each other, indicating that global inflation has a sizable role in explaining domestic

inflation fluctuations with the implication of inflation being largely a global phenomenon

(Ciccarelli and Mojon, 2010; Monacelli and Sala, 2009; Neely and Rapach, 2011, etc).

For instance, Ciccarelli and Mojon (2010) document that almost 70% of the variance of

domestic inflation in 22 OECD countries is explained by one global factor using over 45 years

data. A similar conclusion is drawn by Monacelli and Sala (2009), although with less explana-

tory power of the common factor, based on four OECD countries’ sectoral level data. Further

research, analyzing a variance decomposition of domestic inflation with respect to the regional

factor in addition to the world and country specific components, is conducted by Neely and

Rapach (2011). Employing the dynamic latent factor model on the extensive data set of 64

countries’ inflation, they find on average 35%, 16% and 49% of the fluctuation in domestic

inflation is explained by the world, regional and country specific factors respectively4.

However, common factor models employed in the above studies assume that the dynamics

between variables and underlying parameters are constant and as such that they are unable

to identify time variations in the relationship between domestic and the international factors.

This issue is often addressed using subsamples (see e.g Peacock and Baumann, 2008; Neely and

Rapach, 2011). For instance, Neely and Rapach (2011) divides the full sample into subsamples

where the first subsample covers the period until the early 1980s and the second starts around

4See also Mumtaz et al. (2011) for the same statistical settings to extract world, regional and country specific
components from real and nominal variables, by jointly estimating co-movements in output growth and inflation.
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early 1980s onward when globalization is often assumed to accelerate. The comparisons of

two subsamples indicate increased degree of international interdependencies. This is, albeit

a crude, indication that inflation links have strengthened with increased globalization.

An exception that allows time variations in the factor based setting is Mumtaz and Surico

(2012) who employ a dynamic factor model with time varying coefficients. Specifically, do-

mestic inflation is decomposed into country specific and common factor components, which

each follows an autoregressive process. Time variations come through the autoregressive coef-

ficients and variances which evolve as random walks and geometric random walks respectively.

However, the common factor extraction is based on a time invariant dynamic factor model to

reduce the computational burden. Nevertheless, despite the more general methodology, their

conclusion is largely consistent with other studies – the degree of co-movement is increased

since the mid 1980s.

An alternative approach of examining changes in the dynamics of international inflations

is proposed by Bataa et al. (2013a) who use structural break tests. They employ a Vector

Autoregressive (VAR) specification for inflation across countries in which breaks in dynamics

parameters and disturbance covariances are tested separately using their new iterative ap-

proach. Further, the breaks in the disturbance covariance matrix are disentangled in order

to establish whether these breaks are associated with variances or correlations. The evidence

for breaks in the correlation component indicates changes in the link of inflation across coun-

tries. Employing this approach on the Euro area VAR system including France, Germany and

Italy, and a VAR for the G7 excluding Japan, they show that the international co-movement

increases starting around the 1980s for the Euro area VAR system and the mid 1990s in the

G7-VAR system.

This chapter closely relates to and builds upon Bataa et al. (2013a) when testing for breaks

in the international links, but employs a simple bivariate model which includes a measure

of international inflation as an explanatory variable. The system approach makes a strong

assumption that all cross-country inflation linkages exhibit changes at the same date. Addi-

tionally, it considers only links across a small number of countries. Whereas, the analysis in

this chapter is more general in examining each country in conjunction with an appropriate

measure of foreign inflation and in allowing breaks to occur independently. Further, this

chapter improves on their methodology, particularly in relation to the detection of outliers,

which are important for inflation. For the next subsection, we assess structural break test-

ing methodologies used in the literature and explain the importance of our methodological

contribution.

2.2 Structural Break Analysis

Theoretical research highlights the sensitivity of structural break testing to the assumptions

made. On the one hand, Pitarakis (2004) shows that tests for mean and persistence breaks are

distorted substantially when volatility changes occur but are unaccounted for. On the other

hand, inference on volatility breaks is misleading if the computed residuals are contaminated
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by neglected mean breaks as noted by Sensier and van Dijk (2004). However, empirical

analyses for inflation are generally deficient in recognizing these theoretical findings.

2.2.1 Single break tests

The structural stability of inflation is well studied in relation to analysis of persistence change,

which, in the context of an autoregressive model, is usually measured by the sum of the

estimated autoregressive coefficients. A large number of studies note that the previously

believed high inflation persistence is due to the failure of accounting for structural instability

(Gadzinski and Orlandi, 2004; Clark, 2006; Levin and Piger, 2003; Altissimo et al., 2006,

etc). On the contrary, other studies find persistence to be largely constant after allowing

a structural change in the mean level of inflation (O’Reilly and Whelan, 2005; Pivetta and

Reis, 2007).

A number of studies of inflation changes focus on its mean level, with changes in persistence

of lesser interest and changes in the variance generally ignored. Perhaps, this is due to the fact

that many studies examine the effects of monetary policy changes which are often associated

with changes in the mean of inflation5. To date, the main methodology employed in these

studies is to conduct the Andrews (1993), test for a single break at an unknown date. This is

applied to the intercept of a univariate autoregressive model assuming dynamics parameters

are constant (see e.g Levin and Piger, 2003; Altissimo et al., 2006, on OECD and Euro area

data). As a result, persistence is lower compared to models that impose a constant mean

inflation level. However, in a finite sample, the asymptotic p values may over reject the null

of stability when the true degree of persistence is high (Diebold and Chen, 1996; Hansen,

2000). Therefore, when assessing the significance of break dates, bootstrapped p values are

used which follow the study by Diebold and Chen (1996), who showed these to be valid.

However, the superiority of the bootstrapping procedure revealed by Diebold and Chen

(1996) is based on the case of simultaneous testing for mean and persistence breaks. But,

the literature tends to test for mean break only or mean break first and persistence break

second, conditionally or unconditionally on the obtained mean break. For instance, in the

studies by Gadzinski and Orlandi (2004) and Clark (2006), models are re-estimated allowing

for a previously obtained intercept change and then the stability of persistence parameters

is tested using bootstrapped p values. After this sequential test, they conclude that the null

of constant persistence is hard to reject based on Euro area and US data (Gadzinski and

Orlandi, 2004; Clark, 2006). This may be due to low power for detecting small and even

moderate size persistence breaks when testing for mean and persistence breaks separately

even after employing bootstrapped p values, as pointed out by O’Reilly and Whelan (2005).

The majority of empirical studies assume a constant variance. However, in practice, we

should expect changes in the volatility of inflation at least for some countries in relation to

oil price shocks during the 1970s and 1980s, disinflation or inflation targeting policies in the

5Specially, this is the case in those who are motivated to explore the link between monetary policy change and
low levels of inflation observed at least for last two decades (Altissimo et al., 2006; Gadzinski and Orlandi, 2004).
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early 1980s and 1990s respectively. If those events lead to omitted volatility change, this may

contaminate the performance of the mean break and persistence break tests, since neither

Andrews (1993) asymptotic distribution nor simple bootstrapped p values are robust to the

presence of heteroskedasticity.

Few empirical studies employ a heteroskedasticity robust method when testing for a mean

break. Levin and Piger (2003) use a ”wild” bootstrap method when testing for a mean break

using the OECD data. Furthermore, Hansen (2000) proposed two forms of ”fixed regressor

bootstrap”, one being appropriate in the presence of heteroskedastic variance and another in

the absence of heteroskedasticity, and compared them with the inference using the asymp-

totic distribution which assumes homoskedastic variance. Although the results from two

forms of fixed regressor bootstrap yield a substantial size improvement over the asymptotic

distribution, these tests also tend to over reject in the presence of heteroskedasticity.

As a conclusion, many available results for inflation breaks are unreliable because they do

not allow for structural breaks in the variance.

2.2.2 Multiple break tests

Inflation was high and volatile around 1970s until the mid 1980, and becomes low and less

volatile after that. It declined further in the early 1990s and has remained low and stable

over the last two decades. Perhaps, looking for multiple breaks in over forty years may be

intuitive. Many studies find more than one structural break which they associate with the

start of European Monetary System, disinflation policies in the US and UK during the early

1980s (Benati and Kapetanios, 2002; Corvoisier and Mojon, 2005) and inflation targeting

during the 1990s (Benati and Kapetanios, 2002; Corvoisier and Mojon, 2005; Cecchetti and

Debelle, 2006). Along with these breaks, significant declines of both mean and persistence

are documented.

For example, Corvoisier and Mojon (2005) find 57 breaks in the mean of inflation across 22

OECD countries when testing for breaks in the unconditional mean in autoregressive models.

That is a little less than three breaks for each country, on average. Similarly, Cecchetti and

Debelle (2006) also document multiple mean breaks using data from 19 OECD countries.

However, the numbers of mean breaks found in these studies may be the results of oversized

tests due to the authors’ failure to account for potential changes in variance and persistence.

As mentioned previously, testing for structural breaks in dynamic models requires con-

sideration be given also to the nature of volatility. This is because omitted variance breaks

could be interpreted as mean breaks leading to a conclusion of spurious mean breaks (Sensier

and van Dijk, 2004; Pitarakis, 2004). On the other hand, testing variance breaks without

accounting for existing mean breaks may cause an identification of too few variance breaks

than there are. Because, omitted mean breaks make variance estimates larger and therefore

the detection of variance breaks less likely. Whereas, in the empirical literature, the variance

of residuals is constructed using the residuals obtained from the ordinary least squares esti-

mates where mean breaks are not taken into account (Benati and Kapetanios, 2002; Clark,
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2006). Therefore, variance breaks may be contaminated by omitted mean breaks which lead

misleading inference.

Empirical support for the theoretical claim stated above seem to be reflected in the work

by Benati and Kapetanios (2002) who note a reduced power of separate coefficient break

testing. They separately tested multiple breaks in the intercept, the AR coefficients and the

innovation variances of univariate autoregressive model using the Andrews (1993); Andrews

and Chen (1994) sequential methodology described in Bai (1997) assuming other parameters

except the one being tested are constant. Based on real data, they find uniformly strong

evidence of structural instability in the variance and uniformly non rejection of the null of

stability in the intercept of almost all series considered,6 and the rejection of stability in the

AR coefficients in most cases. When they employ different test such as the Nyblom-Hansen

test, the null of stability is rejected in the intercept of most autoregressive models while

the number of variance and AR coefficient breaks remains large. This is indicative of the

existence of breaks in the variances and persistence parameters, and one should be careful

when assuming stability in all components other than those being tested.

Thus, testing for structural change in one component conditional on identified breaks

in other components is vital. This issue is addressed in the recent paper by Bataa et al.

(2013a,b). They propose an iterative methodology to examine breaks in each component

sequentially, using the multiple structural break test by Qu and Perron (2007) together with

an outlier detection procedure. Detail of this approach is provided in section 3.1 since it

closely relates to our approach.

3 Methodology

3.1 Iterative methodology of structural break analysis

As a complement to the existing literature that often conducts break point tests under mis-

specification (omitting changes in either mean or variance of a time series), we employ an

iterative approach which aims to avoid misspecification through the use of an iterative pro-

cedure. Our research adapts the iterative methodology by Bataa et al. (2013b,a) to analyze

structural breaks in the mean, persistence (dynamics) and innovation variance (volatility) of

univariate inflation series.

The iterative methodology proposed by Bataa et al. (2013b) tests for structural breaks

in each of the components of inflation: seasonal, mean, dynamics and volatility one at a

time conditional on previously found breaks in all other components. The testing procedure

employed is that of Qu and Perron (2007), together with the outlier detection and removal

procedure of Stock and Watson (2003). However, this procedure is quite complex and, as

indicated by the Monte Carlo results in Bataa et al. (2013a) for the multivariate case, iteration

6A similar approach is undertaken by Clark (2006) in a single break context. He finds strong evidence of intercept
break and very small evidence of persistence and variance changes.
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is relatively unimportant in practice for the variance component. Further, their separation of

mean and dynamics breaks can have relatively poor performance in practice, especially since

the initial tests for mean breaks apply Heteroskedasticity and Autocorrelation robust (HAC)

inference using the approach of Andrews (1991), which is known to be sometimes badly

oversized (Bai and Perron, 2006). Finally, while their outlier detection procedure makes use

of detected coefficient breaks, variance breaks are ignored for outlier detection. Therefore, we

propose a simple, yet efficient version of the iterative approach of Bataa et al. (2013b) that

also takes account of these concerns. It is more flexible in a number of respects, including

re-specification of the model employed at each iteration, reflecting the effects of detecting and

removing outliers.

Note that seasonality is not a particular focus of interest in this study. Since CPI data

are typically available only in a seasonally unadjusted form, we use the widely applied X-

12-ARIMA seasonal adjustment procedure7 to deseasonalize the data prior to beginning our

iterative procedure. The X-12-ARIMA procedure is particularly suitable in our context, as

it allows for the presence of trend, deterministic seasonal patterns, holidays and trading day

adjustment, additive outliers and level shifts (Osborn and Ghysels, 2001, p.106-127). Note,

however, that while additive outliers are taken into account for the purposes of seasonal

adjustment, they remain in the series after seasonal factors are removed (Census Bureau,

2011, p.123-127).

Here the discussion of methodology focuses on univariate inflation models although this

chapter concerns changing dynamics in international links. This is because many studies are

readily available in the context of univariate inflation and results from these studies can be

compared to that of ours after applying the iterative testing procedure. In subsection 3.3, we

will turn to the analysis of international inflation links.

A time-varying univariate AR model for monthly domestic inflation in a country, πDt , is

given by

πDt = µj +
n∑
i=1

αijπ
D
t−i + υt, (1)

where the subscript j indicates the coefficient regime and υt is a zero mean uncorrelated

process whose variance σ2
k = E[υ2

t ] is allowed to change over variance regimes (indicated by

the subscript k). Our interest, therefore, focuses on possible discrete breaks in the coefficients

and the disturbance variance, while allowing for the presence of additive outliers in πDt ,

which could be due to (say) changes in indirect taxes. Denote m as the unknown number

of coefficient breaks. Within each of m + 1 coefficient regimes, δj = (µj , α1j , . . . , αnj)
′ is

time-invariant and all AR roots are assumed to lie strictly outside the unit circle. The jth

regime extends over observations t = Tj−1 + 1, . . . , Tj using the convention that T0 = 0

and Tm+1 = T. All coefficients are allowed to change and the break dates (T1, . . . , Tm) are

7This is implemented using the EVIEWS 7 software (EVIEWS, 2009). We performed a small experiment by
comparing official seasonally adjusted US data by Bureau Census with ones filtered by X-12-ARIMA. A graphical
analysis indicated that the two series had very similar properties, thus we proceed with X-12-ARIMA for the
inflation series of all countries.
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treated as unknown. Similarly, σ2
k is constant within each volatility regime and is assumed

to be conditionally homoskedastic. Our iterative approach to specifying the model in (1) is

given by the following steps and a schematic illustration of the algorithm is provided in the

Appendix B.

Step 1 - Outlier detection: The first iteration starts by identifying outliers in the desea-

sonalized full sample of data. Employing the outlier detection procedure by Stock and

Watson (2003), outliers are defined as four times of the interquartile range from the me-

dian8. Detected outliers are replaced by the median of the six neighboring non outlier

values.

Step 1* - Outlier detection for subsequent iterations: In subsequent iterations, out-

liers are examined separately within each coefficient regime and in data adjusted for

volatility breaks (by standardizing the series using standard deviations of residuals in

corresponding volatility regimes). Detected outliers are replaced by the median of the

six neighboring non outlier standardized values. The data are then destandardized, to

yield a series adjusted only for outliers.

Step 2 - Model selection: A univariate inflation model is selected using the Schwartz In-

formation Criterion (thereafter SIC). Specifically, using the AR model and allowing a

maximum lag of n = 17, all possible combinations of lags are considered, implying a

total of 217 models. Since ”gaps” are permitted in coefficients, i is not necessarily con-

secutive in (1). To ensure comparability, all models for a given country are estimated

over a common set of data, and the choice among them is made based on minimum SIC.

Persistence is measured by the sum of autoregressive coefficients, ρ̂ =
∑n

i=1 α̂i, as it is

the best scalar measure of the persistence, as indicated by Andrews and Chen (1994).

Step 3 - Preliminary coefficient break test: After having specified lags in (1), the Bai

and Perron (1998) multiple structural breaks procedure is applied to the coefficient

vector of the autoregressive model (including intercept and slope parameters of the

regression). The possibility of heteroskedasticity in the variance is allowed by employ-

ing Heteroskedasticity Consistent (HC) inference9. Although HC inference can lead to

oversized coefficient break tests when there is no heteroskedasticity, shown by the sim-

ulation analysis by Bai and Perron (2006), the estimates in each regime are consistent

in a large sample. Further, coefficient breaks identified here are reconsidered in step 5

of the iteration.

8There is a trade-off for choosing between too small or too big number to multiply the interquartile range. If the
number is chosen too large, then it is unable to pick up obvious outliers. If it is chosen too small, too many outliers
are detected in a single series. In our judgment a value of four times the interquartile range seems appropriate
for most inflation series as it allows obvious outliers to be identified and results in a reasonably small number of
outliers.

9The procedure of Bai and Perron (1998) allows for the presence of disturbance heteroskedasticity and/or auto-
correlation using the approach of Andrews (1991). Our implementation requires only HC inference, which follows
Bai and Perron (1998) in using the Andrews (1991) method.
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Step 4 - Variance break test: Conditional on the coefficient break dates from step 3, vari-

ance breaks are examined through tests applied to the mean of the squared residuals

(see section 3.2 for details). This is to mitigate the concern of misleading inference of

variance breaks, caused by obtained residuals that may be contaminated by coefficient

breaks (Sensier and van Dijk, 2004; Pitarakis, 2004).

Step 5 - Coefficient break test: To avoid the serious problems for coefficient break tests

of omitted variance breaks (Pitarakis, 2004), we re-test breaks in the coefficients condi-

tional on the variance breaks from step 4. That is, we apply the feasible GLS transfor-

mation10 and, assuming homoskedasticity in the error term, the Bai and Perron (1998)

procedure is performed again on the new transformed data in order to obtain volatil-

ity adjusted coefficients break dates for the model specified in step 2. If no volatility

breaks are found from step 4, coefficient tests are applied to the original data with a

homoskedastic variance assumption, and the iteration ends.

The iterative testing procedure outlined above differs from the methodology by Bataa et al.

(2013b) in several respects. Firstly, Bataa et al. (2013b) test for breaks in seasonal components

as part of the iterative procedure whereas we apply seasonal adjustment procedure to the data

once prior to beginning of our iterative procedure. Secondly, outlier detection procedure in

step 1* takes account of the latest identified coefficient and variance breaks while variance

breaks are ignored when detecting outliers in Bataa et al. (2013b). Thirdly, in step 2 we re-

specify the model employed at each iteration, reflecting the effects of detecting and removing

outliers. This is not a concern in Bataa et al. (2013b).

Fourthly and most importantly, the preliminary coefficient break test in step 3 (where

mean and dynamics are jointly tested) employs HC inference to account for possible het-

eroskedasticity in the variance. For their initialization, HAC inference is employed when

testing for mean breaks to account for un-modeled dynamics and variance, and later they

employ HC inference when testing for breaks in dynamics on the demeaned data. However,

as mentioned previously, this procedure can be substantially oversized, therefore and con-

sequently we jointly test for mean and dynamic breaks. Finally, the iterative procedure by

Bataa et al. (2013b) incorporates ’inner loop’ that iterates between tests for breaks in the

dynamics and the residual variance. However, as shown by their Monte Carlo simulation,

variance breaks are detected well without iteration. Our variance break testing procedure in

step 4 simplifies the iterations in respect to identification of variance breaks. In each itera-

tion, possible breaks in the residual variance are tested once conditional on coefficient breaks

detected from step 3.

A single iteration is composed of steps 1 to 5. The iterations proceed to convergence, with a

maximum number of iterations set to 10. Convergence may be achieved in two different ways:

firstly, the same set of break dates may be obtained from consecutive iterations; alternately,

the iteration can cycle between two or three sets of break dates. In the later case, we

10This methodology is based on the findings by Pitarakis (2004) who revealed substantial improvement of this
transformation in small samples by comparing bootstrap based test on both transformed and untransformed data.
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choose the set which achieves the smallest SIC criterion among these local optima. When

calculating SIC for this purpose, we use a fixed number of observations, T . The version of

SIC is that proposed by Yao (1988) for structural break inference, which is applied to the

GLS transformed data and calculated for m breaks as

SIC(m) = ln σ̂2(m) + p∗ ln(T )/T, (2)

where σ̂2(m) = T−1ST (T̂1, . . . , T̂m), in which ST (T̂1, . . . , T̂m) is a sum of squared residuals

over m breaks, and p∗ = (m+ 1)q+m in which q equals the number of coefficients (including

the intercept) in (1). Thus, the penalty effectively treats each break date as a parameter to

be estimated.

A single iteration accounts for the main issues that we address in this chapter - namely,

the integrity of estimated mean, persistence and variance breaks. However, on the one hand,

those break dates from steps 4 and 5 can have a considerable impact on the outlier detection

procedure of step 1. For example, an outlier detected using the full sample may not be an

outlier for a certain high volatile regime but appear as an outlier compared to a smooth part

of the sample. Similarly, an outlier appearing in the relatively stable regime may be too

small to be detected using the full sample compared to a volatile part of the sample. On

other hand, a different set of outliers can be found from one iteration to another depending

on the variance and coefficient breaks identified in the previous iteration, and newly identified

outliers also can have an impact on the identification of coefficients and variance breaks in

the following steps. Hence, the need for iteration.

3.2 Estimating the number of breaks

The heart of the iteration described in the above subsection is the multiple structural break

testing procedure by Bai and Perron (1998)11. Say the model of (1) has a maximum of m

coefficient breaks and hence m+1 regimes, j = 1, . . . ,m+1. The estimates of the parameters

and the optimal break dates are computed using the dynamic programming algorithm of Bai

and Perron (1998, 2003a), which searches for the minimum total residual sum of squares over

all m + 1 regimes. This yields m sets of possible break dates: that is, 1, 2, . . . ,m possible

estimated break dates.

After m sets of possible estimated break dates are obtained, we employ two different tests:

WDmax and sequential Sup F (l + 1|l) to choose among those sets. First, we use WDmax12

as an indication of the presence of at least one break. WDmax tests the null hypothesis of

no breaks against the composite alternative of 1, . . . ,m breaks and failure to reject the null

hypothesis then zero breaks are estimated to occur. As recommended by Bai and Perron

11We adapt the MATLAB code for testing multiple structural breaks which is originally developed by Pierre
Perron in the GAUSS program and translated later to MATLAB program by Yohei Yamamoto (2012).

12The WDmax statistic is used in preference to UDmax because it embodies a set of weights that ensure the
marginal p-values are equal for the null of no breaks against each specific number of breaks 1, 2, . . . ,m (Bai and
Perron, 1998).
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(1998, 2003a), when the null hypothesis is rejected, their sequential SupF (l + 1|l) test is

employed to estimate the appropriate number of breaks. That is, the null hypotheses of

l = 1, 2, 3, . . . breaks (subject to a maximum of m breaks) are examined sequentially against

the alternative of l+1 breaks, with the first non-rejection yielding l breaks. In particular, this

test is applied first for 2 versus 1 break (not 1 versus 0) due to the difficulty of rejecting the

null hypothesis of zero versus a single break in the sequential test, especially in a case that the

value of the coefficients returns to its original value after the second break when two breaks

are present (Bai and Perron, 2003a, 2006). Sequential Sup F (l + 1|l) tests are conducted

due to their good performance under both presence and absence of serial correlation and

heterogeneity compared to the use of information criterion (Bai and Perron, 2006).

All tests are computed at a nominal 5 percent level of significance, with the maximum

number of breaks considered being m = 5. Testing employs the asymptotic distributions

obtained by Hall and Sakkas (2013), which are shown by these authors to more accurate than

the critical values provided by Bai and Perron (2003b) and have the additional advantage

of allowing computation of asymptotic p -values. The so-called trimming parameter, which

defines the minimum distance between two consecutive breaks as a function of the total

sample size T is set at 0.15.

More specifically, the testing procedure we describe in this section relates to steps 3, 4

and 5 of the iteration above. We first test H0 : µj = µj+1 and αi,j = αi,j+1 for j = 1, . . . ,m

against the alternative of HA : µj 6= µj+1 or αi,j 6= αi,j+1 for at least some m ≤M (M is an

upper bound), using

WD maxFT (M, q) = max
1≤m≤M

am[ sup
(λ1,...,λm)∈Λε

FT (λ1, . . . , λm; q)] (3)

where λj for j = 1, . . . ,m are possible break dates as fractions of the sample size, and Λε

denotes the set of all possible sample partitions given ε which is the smallest fraction of

the sample that must be included in each segment, satisfying 0 < ε < 1. For m > 1,

am = c(q, α, 1)/c(q, α,m) in which c(q, α,m) is the asymptotic critical value of the test

sup
(λ1,...,λm)∈Λε

FT (λ1, . . . , λm; q) at a significance level α, where supFT is given as

supFT (λ1, . . . , λm; q) = sup[
1

T
(
T − (m+ 1)q

mq
)δ̂′R′(RV̂ (δ̂)R′)−1Rδ̂] (4)

where q is the number of regressors that are allowed to change and δ̂ = (µ̂j , α̂1j , . . . , α̂nj).

We allow the covariance matrix of δ̂ to evolve as V̂ (δ̂j) = σ̂j
2[(∆T̂j)

−1
∑T̂j

t=T̂j−1+1
ZtZ

′
t]
−1

where σ̂2
j = (∆T̂j)

−1
∑T̂j

t=T̂j−1+1
υ̂2
t for j = 1, ...,m + 1, under the HC inference and Zt =

(1, πD
′

t−i) is the vector of regressors. The HC case here, however, only allows for variance

breaks that coincide with coefficient breaks. R is a matrix of restrictions such that (Rδ)′ =(
δ′1 − δ′2, ..., δ′m − δ′m+1

)
.

Once the WDmax test rejects the null of no breaks, we employ Sup F (l + 1|l) to define
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the number of optimal breaks using

FT (l + 1|l) = {SSRT (T̂1, . . . , T̂l)− min
1≤j≤l+1

inf
τ∈Λj,ε

SSRT (T̂1, . . . , T̂j−1, τ, T̂j , . . . , T̂l)}/σ̂j2 (5)

where Λj,ε = {τ ; T̂j−1 + (T̂j − T̂j−1)ε ≤ τ ≤ T̂j − (T̂j − T̂j−1)ε}.
Here one additional break is inserted, conditional on the break dates already uncovered

and assessed whether additional break reduces the overall sum of squared residuals. For

example, the null hypothesis of l breaks is rejected against the alternative of l+1 if its overall

sum of squared residuals is sufficiently larger than the sum of squared residuals from the

model with l + 1, and it continues sequentially until the testing procedure fails to reject the

null hypothesis.

At step 3 of the iteration, we obtain the estimated coefficient break dates under equations

(3) to (5) and denote these as T̂C1 , . . . , T̂
C
m . After obtaining the estimates of δ̂ = (µ̂j , α̂1j,...,α̂nj)

and the corresponding coefficient break dates T̂C1 , . . . , T̂
C
m , we estimate the variance of resid-

uals by first concatenating the squared residuals in each regime

υ̂2
t = (πDt − µ̂j −

n∑
i=1

α̂i,jπ
D
t−i)

2 (6)

where j = 1, . . . ,m+ 1 and t = T̂Cj−1 + 1, . . . , T̂Cj , E(υt) = 0 are assumed.

Then at step 4 of the iteration, we run the tests described in equations (3) to (5) again

on the variance of residuals through the regression

υ̂2
t = γj + ut (7)

where γj is a constant whose value is allowed to change over time.

At step 5, if any variance breaks13, denoted as T̂ V1 , ..., T̂
V
m , are found in the equation (7),

we calculate the standard errors in each regime as σ̂j =

√
(∆T̂j

V
)−1

∑T̂Vj

t=T̂Vj−1+1
υ̂2
t . Then, the

standard error in each regime is used to standardize the data that leads GLS transformation,

π̄Dt =
πDt
σ̂j

π̄Dt−i =
πDt−i
σ̂j

µ̄j = µ
σ̂j

where t = T̂ Vj−1 + 1, . . . , T̂ Vj . Then coefficient break testing is

applied to the model using GLS transformed data, but under the homoskedastic assumption

so that the covariance matrix of δ̂ is obtained as V̂ (δ̂j) = σ̂2

[
(∆T̂j

C
)−1

∑T̂Cj

t=T̂Cj−1+1
ZtZ

′
t

]−1

with σ̂2 = (T )−1
∑T

t=1 υ̂
2
t .

3.3 Testing in the bivariate model

So far, we have focused on univariate inflation models to test for structural breaks using our

iterative methodology. This subsection introduces the bivariate model of principal interest,

13Note that although m is used to denote the number of both coefficient and variance breaks, in practice we allow
different numbers of breaks to apply for these components.
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which examines changes in the degree of interdependence of domestic and foreign inflation.

For this purpose, a parsimonious representation of domestic inflation for country s in month

t (πDt,s) is given by

πDt,s = µj +

n∑
i=1

αijπ
D
t−i,s + β0jπ

F
t,s +

n∑
i=1

βijπ
F
t−i,s + εt (8)

where πFt,s is foreign inflation in relation to country s at time t, and β0j captures the con-

temporaneous co-movement between domestic and foreign inflation in coefficient regime j.

Inflation in country s also depends on its own lags and the lags of foreign inflation, where the

effects are captured through (α1j , . . . , αnj) and (β1j , . . . , βnj) coefficients respectively. For-

eign inflation is treated as weakly exogenous for domestic inflation. Inflation persistence for

country s in this model is measured by ρ̂dj =
∑n

i=1 α̂ij .

The motivation for the form of (8) is the Global-VAR (GVAR) analysis which examines

international links using country-specific foreign variables. For instance, Pesaran et al. (2004)

model each domestic macroeconomic variable considered in terms of its own lags, contempo-

raneous foreign variables and their lags. The US is a special case in their studies, with foreign

inflation and output excluded from the US model as they assume that it violates weak exo-

geneity. Our bivariate model of inflation in (8) is similar, but in a single equation context in

order to focus on international linkages of inflation. This allows us to test for time variations

without losing too much power. Additionally, we include contemporaneous foreign inflation

in the US model. This follows the arguments of Dees et al. (2007), that, in a foreign context

and as the number of countries increases, this variable can be treated as weakly exogenous

also for the US.

We anticipate breaks in the foreign coefficients (β0j , β1j , . . . , βnj), if there are changes in

the way in which domestic inflation relates to foreign inflation. Additionally, the locations

of breaks in the (µj , α1j , . . . , αnj) coefficients may differ from those found in the univariate

models of equation (1), due to the inclusion of foreign variables. Although we do not employ

tests to disentangle explicitly what elements of δj = (µj , α1j , . . . , αnj , β0j , β1j , . . . , βnj) change

at break dates, coefficient estimates in each regime are informative with regard to this.

Inference as to the presence and dates of the breaks in (8), including breaks in the distur-

bance variance, is achieved by employing the iterative procedure outlined in subsection 3.1

and the multiple break testing methodology in subsection 3.2. Although the general proce-

dure is the same as in the univariate analysis, some additional remarks should be made. In

step 1 of the iteration (step 1* for subsequent iterations), the outlier detection and removal

procedure runs only on domestic inflation because aberrant observations in the explanatory

variables should not affect the size of the test14. Furthermore, we note that the presence of

14We undertook a simulation study to examine the performance of the Chow test with explanatory variables having
moderate and large size outliers. Based on the 10000 replications, on average, the size of the test is unaffected. The
results are reported in the Appendix
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a break in the explanatory variable does not affect the size of the test15.

In step 2, we choose bivariate models in a slightly different manner from the univariate

models. Employing the same model selection method is computationally excessive, since

the best model would be selected out of 225 possible models, provided that the maximum

lags allowed for domestic and foreign variables are 12 each plus a contemporaneous foreign

variable. Therefore, we employ a general to specific methodology to remove irrelevant lags

from the general model, but still decide the best model based on SIC. Precisely, we start by

evaluating the model with 25 lags (12 lags for each of domestic and foreign inflation plus a

contemporaneous foreign inflation), then the least significant lag using t-tests is eliminated

and corresponding information criterion (SIC) is calculated. Continuing by sequentially drop-

ping the least significant lag one at a time, until only the intercept remains, we choose the

model which achieves the smallest SIC criterion across all 25 models.

However, the selected model is the optimum within a single path. There could be multiple

paths that yield different optima depending on the starting point of elimination. Therefore,

we check the sensitivity of the model selection to the starting point using the idea of the

multipath search algorithm, proposed by Krolzig and Hendry (2001). To be specific, we

proceed through 5 paths by initially eliminating the zth (where z = 1, . . . , 5) least significant

variable. Once the first variable is dropped, the least significant variable is dropped at all

subsequent stages. At the end of the search, we have 5 sets of SIC values from which the

final model is selected based on the smallest SIC criterion16 achieved among all values.

Moreover, in the sensitivity analysis (which we will discuss in detail in section 6), an

additional explanatory variables is included in the bivariate model, with a contemporaneous

and 12 lagged values added. The additional variables are oil price inflation and the change in

trade weighted real effective exchange rates. The first is employed because a sudden increase

in oil price can cause an exogeneous inflationary shock to domestic inflation, and omitting

this variable may result upward bias in the estimated coefficients. The latter is included as

it may be important in explaining domestic inflation, especially for open economies, through

its influence on import and export prices. The approach, including the way SIC is used for

model selection, is unchanged from that employed for the bivariate models.

3.4 Measuring foreign inflation

We construct foreign inflation for country s (where s = 1, . . . , N) based on a weighted average

of inflation series over the other N −1 countries in the data set. Weights are computed based

15Allowing a single break in the process generating the explanatory variable occurring in the middle or towards
the end of the sample, the test is well-sized at a 5% significance level, based on 5000 replications. The results are
provided in the Appendix.

16We also compare our information criterion based models with a conventional testing down method, using a
significance level of 1%. In the latter approach, all remaining coefficients are significant at 1% but this does not
necessarily achieve the smallest information criterion. It yielded very similar lags to those selected by SIC, except
for the inclusion of an additional lag in a few cases.
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on bilateral trade statistics as,

w
(i)
s,t =

(M
(i)
s,t +X

(i)
s,t )∑N

i=1,i 6=s(M
(i)
s,t +X

(i)
s,t )

and πFs,t =
N∑

i=1,i 6=s
w

(i)
s,tπi,t (9)

where
∑N

i=1,i 6=sw
(i)
s,t = 1 for i = 1, . . . , 19 and i 6= s. The trade weight for country s with

respect to country i, w
(i)
s,t , is given by the share of total trade between country s and i, in the

total trade of country s with all its trading partners. Precisely, the total trade of country s

with country i is measured by the sum of total imports from i (M
(i)
s ) and exports to i (X

(i)
s ).

The weights are time varying and changes from month to month are relatively small, although

this is not generally the case over the entire sample period. After computing trade weights,

country specific foreign inflation is constructed as in (9) for each of the 19 countries in our

sample.

4 Data

The data set we use in our analysis comprises of monthly aggregate series of Consumer Price

Index (CPI) inflation for 19 OECD countries over the period between January 1970 and

September 201017. These include ten countries that are members of the Euro Area (Austria,

Belgium, Finland, France, Germany, Greece, Italy, Netherlands, Portugal, Spain), five other

European countries (Denmark, Norway, Sweden, Switzerland, UK) and four other countries

(Canada, Japan, Korea, US). All inflation series are calculated by differencing logged monthly

indexes and multiplying by 100 where monthly CPI values are obtained from the OECD Main

Economic Indicator database. Since we are using monthly series, seasonal oscillation is high

and taken care of using the X12-ARIMA filter in EVIEWS 7 program with default options18.

We also use monthly values of trade, which is defined by the sum of total exports and

imports, by partner countries to construct trade weights using equation (9). According to

the OECD Main Economic Indicator statistical website, all series are expressed in US dollars

using (where appropriate) the exchange rates which adjust the rates before and after the start

of the European Monetary Union (EMU). This adjustment facilitates a comparison within

and across countries. The range of trade data is the same as CPI inflation although there

are some missing data for Belgium, Korea and Portugal. Korea starts registering bilateral

trade data from January 1988 and Belgium from January 1993. Portugal has missing trade

data with respect to Italy between January 1971 and December 1973. Due to those missing

observations, the trade weights corresponding to those periods are filled by the first available

weight after the missing observations. This does not unduly distort the data since monthly

weights are generally smooth over the 40 years of our sample.

17Although a few countries can be added if a shorter period is allowed, we prefer to focus on results using the
larger sample.

18Although there are official seasonally adjusted series available for the US and Germany, due to the consistency
with other inflation series, we run the seasonal adjustment procedure on seasonally unadjusted data for all countries.
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Table 1 shows bilateral trade weights averaged over 40 years. In general, Germany is the

biggest trade partner for most European countries, while the US is the main trade partner

for non-European countries such as Japan, Korea and Canada. However, the UK does not

have a dominant trade partner, although shares with respect to Germany, US and France are

relatively large compared to others. Those weights are informative to construct a country

specific foreign inflation, by taking account of contributions of trading partners’ inflation. We

should note, however, that weights based on bilateral trade statistics may be limited as they

do not reflect trade effects of a third-country such as the big emerging economies of China

and India. But, the limitation of data for those countries precludes their use.

For the sensitivity analysis in section 6, the world average crude oil price index, over the

period between January 1970 and September 2010, is used to calculate oil price inflation

which is added as an additional variable in equation (8). This is available from the OECD

Main Economic Indicator database. Another variable added in equation (8), although not

at the same time with oil price inflation, is monthly averaged trade weighted real effective

exchange rate indexes for individual country. This is obtained from the Bank of International

Settlement database. Changes in these variables are computed by differencing logged monthly

indexes and multiplying by 100, consistent with the construction of CPI inflation.

5 Results

This section presents the results. Section 5.1 provides a summary of results for the univariate

inflation models. Section 5.2 presents the results for bivariate inflation models and discusses

inferences with regard to the spillovers from foreign inflation to domestic inflation. All tests

are conducted at the 5 percent significance level allowing a maximum of 5 breaks with value

of trimming ε = 0.15, such that a minimum fraction of the sample in each regime equals to

approximately 73 months. Asymptotic p-values are approximated using the method of Hall

and Sakkas (2013).

5.1 Univariate inflation models

Table 2 represents the selected autoregressive lags of the univariate and bivariate inflation

models; the latter are discussed in section 5.2. In the univariate models, we always find short

lags to be present (say, 1, 2 and/or 3) when the maximum lag allowed is 17. This is not

surprising as the recent past is more relevant. Also, longer lags (say 11, 12 and/or 13) are

often found and this could indicate that some seasonal effects may still be present.

Both the WDmax and Sequential tests are conducted to estimate the number of breaks.

Their test statistics and corresponding p-values when testing for coefficients and variance

breaks are provided in Table A2 and Table A3 in the appendix. Generally, the WDmax

and Sequential tests agree and point either to the existence or non existence of breaks. The

latter is used to choose the number of breaks present. We note however, the concern of Bai
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and Perron (2003a) of low power of the SupF (1|0) test in the presence of multiple breaks,

which may be relevant to the case of Canada when testing for variance breaks; see Table

A3, in which the WDmax test rejects the null of no breaks, indicating the existence of some

number of breaks. However, the sequential procedure reaches the conclusion of zero breaks,

as SupF (1|0) fails to reject. However, Canada is the only case where this occurs.

Table 3 reports the break dates uncovered in the univariate coefficients and residual vari-

ances. This table also indicates the number of iterations required for convergence of the

testing procedure of subsection 3.1. All countries except Finland converge to a unique set

of break dates, whereas for Finland the iterative procedure cycles between two local optima,

in which the one with the smaller SIC is selected. We note that the iteration is necessary

as convergence usually requires more than one iteration. However, our application requires

no more than four iterations (except for Finland), highlighting the efficiency of our iterative

methodology.

We also provide a figure for every country (figure 1.1.1-1.1.19, in alphabetical order), each

comprising four graphs. The first two graphs in each figure correspond to the univariate

specification and compare the difference between before and after iteration. Specifically, the

first graph presents the break dates as well as some statistics relating to the corresponding

regimes from applying the testing procedure of subsection 3.1 once, while the second graph

reports the results after iterating the testing procedure multiple times until the convergence.

For the majority of cases, the results in the first graphs can be seen as intermediate results to

the second graphs as convergence usually requires more than one iteration, and thus the results

in the second graphs are discussed in this subsection. However, in many cases identical results

appear from employing the testing procedure once and iterating multiple times, indicating the

effectiveness of the proposed testing procedure. Similarly, the third graph in each figure relates

to the bivariate specification after iteration and these are discussed in the next subsection.

The last graph in each figure plots country specific foreign inflation for each corresponding

country. This series is also plotted in the third graph in order to compare dynamics between

domestic and country specific foreign inflation.

To illustrate, refer to figure 1.1.18b for the univariate specification of UK inflation, for

example. The vertical lines indicate the locations of the coefficient break dates with the

estimated dates (June 1982 and December 1991) in the boxes next to these lines. Text

arrows point to the locations of variance breaks and the corresponding changes in the variance

of the consecutive regimes. The variance break occurring around April 1982 leads to a

reduction of the variance from 0.13 to 0.03. Furthermore, the estimates of persistence and

the unconditional mean in each regime, denoted by P and UcM respectively, are shown in

the boxes. These estimates are indicative with regard to their changes over time. Outliers

detected at the convergence of the iterations are indicated by black dots if any outliers are

detected, with three outliers found in UK inflation over 40 years.

Overall, we find a total of 26 coefficient breaks across all 19 countries, with Austria and

Switzerland having no breaks. This compares with the total of 23 mean and dynamics breaks
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obtained by Bataa et al. (2013b) for only 8 countries, despite the similar iterative approaches.

For example, they uncover 4 mean breaks for France, whereas we find 2 significant breaks

over a longer sample period19. This may point to their testing procedure being oversized if

mean and dynamic breaks are considered separately.

Nevertheless, the timing of breaks presented in Table 3 is broadly consistent with the

existing literature. We find clusters of coefficients breaks around the first half of the 1980s

(although breaks for France, Spain and Norway are estimated to occur shortly after this)

and early 1990s. The first cluster of breaks is widely considered to be a consequence of

disinflation policies in a number of countries including the US and UK (Altissimo et al., 2006;

Benati and Kapetanios, 2002, etc), and the currency peg in France, Italy and Netherlands

which was designed to mimic the low inflationary experience in Germany (Altissimo et al.,

2006). Consistent with this view, the unconditional mean declines to less than half of its

pre-break value for most countries. The cluster in the early 1990s includes many European

countries and may be related to the implementation of the Maastricht Treaty in 1992, in which

inflation rates in the countries joining the Euro Area were required to converge. Additionally,

break dates for the UK and Canada seem to relate closely with their introduction of inflation

targeting policies in October 1992 and February 1991, respectively. In relation to these later

breaks, further declines in the unconditional mean are observed with a smaller magnitude

than the declines in the 1980s. The largest decline is in the mean of Japan after December

1991, pushing it to a negative value. These changes in unconditional mean can be seen in

their respective country’s figure.

A figure for each country (figure 1.1.1-1.1.19, in alphabetical order) also reports the esti-

mates of persistence in each coefficient break regime. In common with the existing literature,

the results show that estimated inflation persistence is generally smaller after the coefficient

breaks, especially in the latter part of the sample. In most cases (12 out of 19 countries) es-

timated persistence is high, between 0.60-0.90 before the first break, but it falls substantially

in later regimes and almost disappears in the last regime20. This contrasts with the finding

by Cecchetti and Debelle (2006); O’Reilly and Whelan (2005) and others, who detect weak

evidence for persistence change over time. However, in line with these studies, we find that

relatively stable persistence applies in Norway, Germany and Netherlands. In the cases of

Portugal and Spain, persistence declines after the first break, but increases back to previous

high persistence levels after the early 1990s (see figures 1.1.14b and 1.1.15b).

Visual inspection indicates that every country experiences a highly volatile inflation period

that lasts until either the late 1970s or mid-1980s depending on the country, with volatility

decreasing afterwards. For Canada, Norway and the US we find volatility increases again

around the early 2000s (see figures 1.1.3b, 1.1.13b and 1.1.19b). Consistent with this observed

pattern, our results imply an equal number of variance and coefficient breaks, stressing the

importance of variance break testing, which is largely absent from the existing literature.

19Bataa et al. (2013b) use data between March 1973 and December 2007.
20This is consistent with findings by Bataa et al. (2013b) who noted zero inflation persistence for Canada.
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More importantly, although the clustering pattern of mean breaks is widely documented in

the literature, we find also a clustering of variance breaks. For example, we find declines in

variances around 1977 for eight countries, which may reflect the stabilization of inflation after

the large oil price shocks of 1973-1974. An even larger number of breaks (14 in total) occur in

the first half of the 1980s, reflecting ”the great moderation”. A few breaks also occur around

1992, which may be an effect of stabilization due to inflation targeting policies; for example,

in Greece and Portugal.

Finally, we emphasize the importance of the outlier detection. Searching for outlier values

in the coefficient break regimes using volatility standardized data yields more plausible outliers

compared to those detected using the full sample. For example, an outlier in April 1991 in

the UK does not appear as an outlier in the full sample when compared to the high inflation

experienced during periods of the oil price shocks. However, our procedure distinguishes

regimes with high and low levels of inflation in which this visually evident outlier is identified.

More importantly, the outlier detection procedure appears to have a considerable impact

on inferences concerning coefficient and variance breaks. Each iteration hinges on the outlier

detection procedure such that the only thing that changes from one iteration to another is

a different set of outliers depending on the variance and coefficient breaks identified in the

previous iteration. The difference between a single iteration (graph a in each figure) and

multiple iterations (graph b in each figure) with an outlier detection procedure is sometimes

striking. For example, see figures 1.1.5, 1.1.10 and 1.1.16 where outliers contaminate both

variance and coefficient breaks, see figures 1.1.12 and 1.1.18 in which outliers complicate the

detection of mean breaks and see figures 1.1.15 and 1.1.19 where variance breaks change after

outlier iteration. Since the results taking account of outliers iteratively always visually appear

more reliable than those obtained using the full sample information with no account taken

of breaks, we conclude that our conditional break point testing method with outlier iteration

adds value to the existing literature.

5.2 Models with foreign inflation

As previously mentioned, Table 2 reports the models for the relationship between domestic

and foreign inflation selected by our SIC-based approach. Furthermore, we note that employ-

ing multipath searches with different starting points does not change the models given by

a single search. Generally, the bivariate models are more parsimonious than the univariate

ones, with the number of domestic AR lags declining when the foreign variable is added;

indeed, Austria and Germany now have no AR lags. Furthermore, contemporaneous foreign

inflation plays a key role, with lags of this variable absent for most countries. Portugal is the

only case where contemporaneous πFt is not selected. However, it is included in the estimated

models for this case for comparability with other countries.

Corresponding structural break test statistics and approximate p-values are presented in

Table A4 and Table A5 in the Appendix. The null hypothesis of no break is rejected for all

series with the resulting coefficient and variance break dates reported in Table 4. We also

22



turn to figures 1.1.1-1.1.19, where the third graph of each presents the results of the bivariate

models. In each case, country-specific foreign inflation is represented by the red line. Based

on these numerical and graphical illustrations, the results of our analysis can be summarized

as follows.

Firstly and most importantly, we find a positive and increasing contemporaneous rela-

tionship between domestic and country-specific foreign inflation. It is particularly notable

after 1990 for most countries (but could be after 1980 or 2000 for a few countries) and the

corresponding estimated coefficient (β0j in equation (8)), on average across countries, more

than doubles compared to the pre-break regime. The third graph of each figure presents this

coefficient. It is also visually evident in the graphs that the differences between domestic and

foreign inflation gets smaller in the later period of the sample.

There are exceptions to this, however, in a small number of cases. For example, UK,

Korea and Netherlands (figures 1.1.18c, 1.1.11c and 1.1.12c, respectively), show almost con-

stant contemporaneous interactions over time, while their marked changes in the domestic

indicators are evident. This suggests that the observed breaks are due to internal factors

such as monetary policy changes. Another exception is Japan (figure 1.1.10c), where the

contemporaneous effect is high during the oil price shocks in the first half of the 1970s, and

declines afterwards. Regardless of these exceptions, a notable increase in the contempora-

neous relationship may be informative with regard to co-movements of inflation. This is in

line with Bataa et al. (2013a) who note increased contemporaneous international inflation

linkages for the major G-7 economies they examine.

Secondly, inclusion of foreign inflation in the bivariate models can substantially change

the identified break dates, pointing to the relevance of foreign inflation in explaining changes

in domestic inflation. Specifically, there are three different patterns of break point changes

compared to the univariate models. First, the number of coefficient breaks increases for a

small number of countries, including Austria, Germany, Switzerland and the US. It is clear

for Austria (figure 1.1.1c) and Switzerland (figure 1.1.17c) that the new breaks reflect changes

in the relationship between domestic and foreign inflation, as the univariate models did not

exhibit any breaks. For Germany, a coefficient break in 1981 is replaced by a variance break,

and two more coefficients breaks are detected in 1976 and 1990 (see figure 1.1.7c). Following

each break, an increase in the contemporaneous foreign inflation coefficient and a decrease in

the unconditional mean are found. Additionally, the relatively high and constant persistence

observed in the univariate specification seems to be knocked out by foreign inflation, as no

lags are selected in the bivariate case. For the US, the break in 1990 is primarily domestic,

leading to lower persistence and lower mean (see figure 1.1.19c). Although not detected in

the univariate analysis, the 1977 break also appears as primarily domestic, whereas that in

2003 seems to be caused by an increased role of foreign inflation. In general, for Austria,

Germany, Switzerland and US, the overall direction appears to be towards stronger linkages

with foreign inflation.

Second, for some countries, the number of coefficient breaks decreases in the presence
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of foreign inflation. Interestingly, some coefficient breaks appear to be replaced by variance

breaks, but not necessarily at the same date. For France and UK (figures 1.1.6c and 1.1.18c),

for example, one coefficient break is replaced by a variance break while the remaining coef-

ficient breaks hardly change their locations. Table 4 shows an increased number of variance

breaks compared to the univariate models in Table 3, and corresponding large declines of

variances, noted in the graphs. Indeed, newly obtained variance breaks seem to be located

in more plausible places in a sense that they separate high and low volatility parts of the

graph than the coefficient breaks of the univariate model. This may be indicative of the fact

that the univariate models are essentially misspecified if foreign inflation is omitted. Possi-

bly, an effect of the omitted variable may have been interpreted as a coefficient break which

then disappears once relevant variable is included. However, this also could be related to the

difficulty, discussed by Pitarakis (2004), of distinguishing between coefficient and variance

breaks.

The third pattern covers countries where previously identified univariate coefficient breaks

are altered although the number of breaks is unchanged. This may also indicate misspeci-

fication of the univariate models, as they omit effects of foreign environments. The largest

variation in terms of location shifts of the coefficient breaks occurs in Japan by almost two

decades (see figure 1.1.10). Variance breaks in univariate inflation, on the other hand, re-

main more or less the at same locations. However, for a few instances such as in Korea,

Japan, Sweden and Spain (figures 1.1.11c, 1.1.10c, 1.1.16c and 1.1.15c, respectively), a new

variance break appears in addition to the breaks identified in the univariate models. Finally,

previously identified coefficient breaks are unchanged in the bivariate models of Norway and

Sweden (figures 1.1.13c and 1.1.16c).

Despite the implied misspecification of univariate models, the general results of declining

persistence and mean of domestic inflation remain in the bivariate models.

6 Sensitivity analysis

To assess the sensitivity of the results presented above, we extend the bivariate inflation

models by including an additional variable which potentially has an impact on domestic

inflation. The additional variables, oil price inflation and the change in trade weighted real

effective exchange rates (EER)21, are added to the bivariate models of inflation one at a time.

These variables are measured in terms of percentage changes, as for CPI inflation. The first

is employed because a sudden increase in oil price can cause an exogeneous inflationary shock

to domestic inflation, and omitting this variable may result in upward bias in the estimated

coefficients. Further, the effective exchange rate may be important in explaining domestic

inflation, especially for open economies, through its influence on import and export prices.

21We also employed the nominal effective exchange rates for the purpose of the robustness analysis. However, it
is not picked up by the model selection procedure for any country, consequently yielding the same models as the
bivariate inflation models.
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The selected models including these variables are presented in Table 5 and Table 6 with

the estimated coefficient and variance breaks using the selected models reported in Table

7 and Table 8, respectively. For convenience, the estimated coefficient and variance breaks

using bivariate models (previously presented in Table 4) are repeated in Table 7 and Table

8, respectively. The results suggest that including either of these variables does not make a

qualitative change for most countries.

In Table 7, previously identified coefficient breaks in bivariate models remain in a quali-

tatively similar location for most countries, when including oil price inflation in Table 5. The

few exceptions are Belgium, Denmark, and US where some coefficient breaks are dropped,

and Germany where the number of breaks increases. This indicates the potential misspecifi-

cation of bivariate inflation models corresponding to these countries. Perhaps, in the absence

of oil price inflation in bivariate models, its omitted effects to domestic inflation may have

interpreted as an extra break in the estimation. While the number of coefficient breaks using

bivariate models decreases when such variable is included in the model. For example, the US

is known as one of the biggest oil importers, and two of three breaks (in 1970s and 1990s) are

dropped when oil price inflation is included in the model. Despite the importance of oil price

inflation for these countries, a decline in the number of breaks may also be due to a loss of

power when testing for all coefficients.

Table 7 also compares coefficient breaks in bivariate models to the models with EER

variable. EER appears to have less impact on big open economies and most of the Euro area.

However, relatively small economies, Finland, Greece, Norway and Sweden, are sensitive

to the inclusion of the EER. These countries yield an additional coefficient break which

occurs prior or running up to the introduction of the European Monetary Union (EMU).

The weakened role of EER after the EMU for these countries is evident in the estimates of

the corresponding coefficients (see Table 10). Indeed, we do not expect large exchange rate

fluctuations to play a role in explaining domestic inflation after the introduction of the EMU,

especially for those belonging to EMU and who trade mostly with Euro area countries. Spain

and Austria, on the other hand, drop coefficient breaks around early 2000. This may point

misspecified bivariate models where the effects of the omitted exchange rate was captured

previously as a break.

Furthermore, variance breaks obtained from the models with oil price inflation do not

show any substantive differences from the breaks detected in the bivariate models. But, there

is some variation from the model with EER for a small number of cases (see Table 8 for

further details).

Table 9 and Table 10 provide estimated coefficients for models with oil price inflation and

EER, respectively. Graphical illustrations of the results shown in these tables and comparison

with bivariate models are given in figures 1.2.1-1.2.19. Each figure consists of four graphs

showing changes in the estimates of persistence, mean, contemporaneous foreign inflation, and

the sum of the contemporaneous and (/or) lagged coefficients of third variables (EER and oil

inflation). For Italy in figure 1.2.9, for instance, subplot (a) depicts changes in persistence
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that are estimated using the bivariate model (in black line), the model with oil price inflation

(in red line) and the model with EER (in blue line). A similar interpretation applies to

the contemporaneous foreign inflation coefficients and the subsample mean in subplots (b)

and (c) respectively. Subplot (d) shows sum of estimated coefficients corresponding to the

contemporaneous and lagged oil price inflation (in red line) and EER (in blue line). A

missing line either in subplot (a) or (d) indicates the absence of the corresponding lags (and

contemporaneous variable) in the model.

In general, despite the break point changes for a few cases above, conclusions drawn

from the bivariate models largely carry over. Looking at the figures, estimated persistence

and mean of inflation typically show substantial declining patterns regardless of the differ-

ent models, represented by the lines in the graphs. Moreover, the increasing and positive

contemporaneous relationship between domestic and foreign inflation remains robust. We

should note, however, that there are some countries (Japan, Netherlands and the UK) where

contemporaneous coefficients do not increase, but those are the same countries that show

the constant contemporaneous effect in bivariate models of inflation. Finally, the figures also

show that an impact of the lagged and (/or) contemporaneous third variables on domestic

inflation is relatively small.

7 Concluding remarks

This chapter adds to the existing literature on international inflation by comprehensively

examining the structural stability in the relationship between domestic and country specific

foreign inflation. For this aim, we propose and employ an iterative structural break testing

methodology which is designed to deliver reliable inferences on structural breaks. In the

iteration, we account for breaks in the conditional mean (which comprises intercept, autore-

gressive coefficients and coefficients on foreign inflation) and variance parameters by iterating

between tests for conditional mean and variance breaks, while also taking care of outliers.

We document evidence of structural breaks in the linkage of domestic and country specific

foreign inflation. Furthermore, taking into account the identified breaks, we find positive and

increasing contemporaneous relationships between domestic and foreign inflation for most

countries. This finding is compatible with the co-movement of inflation in different countries,

documented widely in the literature (see Ciccarelli and Mojon, 2010; Neely and Rapach, 2011,

etc). This also verifies the finding by Bataa et al. (2013a) who note increased contemporaneous

correlations of inflation in a much more restricted number of G-7 countries. Moreover, the

timing of breaks in mean and variances across countries exhibit notable clusters around the

mid 1970s, early 1980s and early 1990s. The presence of such clusters already suggests the

dependence of domestic inflation on foreign economic environments.

It appears to be widely accepted that changes in inflation have been mainly in the mean,

with clusters of mean breaks documented in the univariate context. When applied to uni-

variate inflation models, our procedure indicates that almost all countries in the data set ex-
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perience at least one variance break, leading to substantial volatility declines. Furthermore,

these breaks also show a clustering pattern. Overall the results from both univariate and

bivariate inflation models suggest, declining unconditional mean and persistence of domestic

inflation, consistent with the existing findings. Results on changes in inflation co-movement

are robust to the inclusion of either oil price inflation or real effective exchange rates.

Finally, we emphasize that the use of the iterative structural break testing procedure was

important to establish these findings. As shown using some illustrated cases in subsection

5.1, not employing this iterative procedure would lead to potentially substantial changes in

the detected structural breaks compared to using non-iterated testing procedure.
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Table 2: Autoregressive lags of univariate and bivariate models

Univariate Models 

    (maxlag=17)

Domestic lags Domestic lags Foreign lags

Austria [1;2;3;6;7;11] NA [0,4]

Belgium [1;3;4;9;11;12] [1;4] [0]

Canada [1;2;3;4;7;9;12;16] [5;7;9] [0,9]

Denmark [1;3;6;8;11] [1;3] [0]

Finland [2;5;6;7;9] [2;9] [0,4]

France [1;3;6;8;12;17] [1;3;10] [0]

Germany [2;6;7;8;9;11] NA [0]

Greece [1;2;5;8;17] [1;2;5;8] [0]

Italy [1;3;6;12;17] [1;3;6] [0,2]

Japan [1;3;5;7;9;11;12;16] [3;5;9;11] [0]

Korea [1;3;9;12;15] [1] [0,6]

Netherland [1;4;6;7;8;17] [4;6;8] [0]

Norway [1;2;3;7;8] [1;3;7;8] [0]

Portugal [1;6;9;16] [1;6;9] [0,2]

Spain [1;2;8;10;12;13;15] [1;8;10] [0]

Sweden [2;3;7;8;9] [7;8;9] [0]

Switzerland [1;2;4;6;10;17] [1;6;9] [0]

UK [1;2;3;13] [1;2;3] [0]

US [1;7;9;11;12] [1] [0]

Note:  Autoregressive lags are obtained at convergence of the iterations. 

For the domestic models, all combinations of lags are considered as discussed in 

subsection 3.1, while the bivariate models compared are based on a testing down 

approach as described in subsection 3.3. For both approaches, the final model is 

selected based on SIC.

Country

Bivariate models

(maxlag=12)
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Table 3: Breaks in univariate models

1970s 1980s 1990s 2000s 1970s 1980s 1990s 2000s NI

Austria . . . . 1977-Dec . . . 1

Belgium . . 1994-Aug 2003-Dec . 1985-Sep . . 2

Canada . 1982-Jul 1990-Dec . 1978-Nov . . 2000-Mar 2

Denmark . 1982-Nov 1990-Jan . . 1980-Oct 1990-Dec . 3

Finland . . 1991-Mar . 1976-Nov 1983-Jul . . []

France . 1986-Jan 1991-Dec . . . . . 2

Germany . 1981-Nov . . . . . . 2

Greece . . 1992-Nov . 1977-Jul . 1992-Sep . 3

Italy
. 1982-Sep 1995-Jul . .

1981-Feb

1987-Jan
. .

3

Japan . 1980-Aug 1992-Jun . 1977-May . 1992-Jan . 4

Korea . . 1998-Mar . . 1981-Mar . . 2

Netherland . 1982-Feb . . 1978-Aug . . . 3

Norway . 1988-Apr . . . 1982-Feb . 2000-Dec 2

Portugal . 1984-Aug 1992-Jun . 1977-May 1985-Apr 1992-May . 3

Spain . 1986-Feb 1995-Mar . 1977-Aug 1986-Aug . . 4

Sweden . . 1991-Feb . . 1985-Aug . . 3

Switzerland . . . . . 1983-Feb . . 1

Uk . 1982-Jun 1991-Dec . . 1982-Apr . . 4

US . . 1991-Feb . . 1982-Jul . 2004-Oct 2

Total 0 11 14 1 8 13 4 3

Country
Breaks in the set of coefficients Breaks in the variances

Note: Column NI represents the number of iterations required to converge to a single set of break dates. [] 

indicates the set of break dates is selected by a minimum SIC criterion.

Table 4: Breaks in bivariate models

1970s 1980s 1990s 2000s 1970s 1980s 1990s 2000s NI

Austria 1976-Sep . . 2000-Apr 1976-Sep 3

Belgium . 1982-Apr 1995-Nov . . 1983-Nov . . 2

Canada . . 1990-Dec . 1978-Nov . . . 2

Denmark . 1982-Nov 1994-Jun . . 1980-Oct 1991-Feb . 3

Finland . . 1990-Mar . 1976-Nov 1983-Jul . . 2

France . 1985-Aug . . . 1983-Jan . . 3

Germany 1976-Mar . 1990-Sep . . 1982-Jul . . []

Greece . . . 2000-Dec 1976-Oct . 1993-Apr . 2

Italy
. 1986-Jan 1996-May . .

1981-Feb

1987-Feb
. .

2

Japan 1977-Jan . . . 1977-Jan 1985-Nov 1993-Nov . 2

Korea . 1985-Sep . . . 1982-Mar . 2003-Apr 5

Netherland . 1989-Apr . . 1978-Aug . . . 3

Norway . 1988-Apr . . . 1980-Mar . . 3

Portugal . 1985-Mar 1992-Jul . 1978-May 1985-Mar 1992-May . 2

Spain . 1986-Jul . 2004-May 1977-Nov 1986-Feb 1992-Nov . 4

Sweden . . 1991-Feb . 1977-Jul . 1993-Jan . 3

Switzerland . 1984-Oct . . . 1982-Jun . . 2

Uk . 1980-May . . . . 1991-Aug . []

US 1977-Nov . 1990-Oct 2003-Feb . 1983-May . 2004-Sep 3

Total 4 11 9 4 9 14 7 2

Breaks in the set of coefficients Breaks in the variances

Note: Column NI represents the number of iterations required to converge to a single set of break dates. [] 

indicates the set of break dates is selected by a minimum SIC criterion.

Country
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Table 5: Sensitivity analysis: Selected models with
oil price inflation

Domestic lags Foreign lags Oil lags

Austria N/A [0,4] [3]

Belgium [1,4,9] [0] [0,5]

Canada [5,7,9] [0,9] N/A

Denmark [1,6,11] [0] [0,5]

Finland [2,9,11] [0,4] [1]

France [1,3,8,10] [0] [0]

Germany [6] [0] [1]

Greece [1,2,5,8] [0,5] N/A

Italy [1,3,6] [0,2] [8]

Japan [3,5,9,11] [0] [1]

Korea [1] [0,6] [12]

Netherland [4,6,8] [0] N/A

Norway [1,6,8,10] [0] [12]

Portugal [1,6,9] [0*,2] [1]

Spain [1,8,10] [0] N/A

Sweden [7,8,9] [0] [9]

Switzerland [1,6,9] [0] [0,4]

Uk [1,2,3] [0] N/A

US [1,7] [0] [0,1]
Note: * indicates that the model selected by SIC does not include 

contemporaneous foreign variable. However, we test for breaks on the 

model including contemporaneous foreign inflation.

Table 6: Sensitivity analysis: Selected models with EER

Domestic lags Foreign lags EER lags

Austria [11] [0] [0]

Belgium [1,4] [0] [0]

Canada [5,7] [0,9] [0]

Denmark [1,6] [0] [0]

Finland [9] [0,4] [0]

France [1,3,10] [0] N/A

Germany N/A [0] [0,5]

Greece [1,2,6,8] [0] [0]

Italy [1,3,6] [0,2] [4]

Japan [5,9,11] [0,1] [0]

Korea [1] [0,6] N/A

Netherland [4,6,8] [0] [0]

Norway [1,2,6,8] [0,11] [0]

Portugal [1,6,9] [0*,2] [0]

Spain [1,2,8,9] [0] [5]

Sweden [3,8,9] [0] [0]

Switzerland [1,6,9] [0] N/A

Uk [1,2,3] [0] N/A

US [1] [0] N/A
Note: * indicates that the model selected by SIC does not include 

contemporaneous foreign variable. However, we test for breaks on the 

model including contemporaneous foreign inflation.
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Annotation page for Figures 1.1

graph (a) – graph (a) in each figure presents the break dates as well as some statistics

relating to the corresponding regimes from applying the testing procedure of subsection

3.1 once to the univariate model of (1).

graph (b) – graph (b) in each figure presents the break dates in Table 3 as well as some

statistics relating to the corresponding regimes from iterating the testing procedure of

subsection 3.1 multiple times to the univariate model of (1) until its convergence.

graph (c) – graph (c) in each figure reports the break dates in Table 4 as well as some

statistics relating to the corresponding regimes from iterating the testing procedure of

subsection 3.1 multiple times to the bivariate model of (8) until its convergence.

graph (d) – graph (d) in each iteration plots country specific foreign inflation (in red line) for

each corresponding country. This series is also plotted in graph (c) in order to compare

dynamics between domestic (in blue line) and country specific foreign inflation.

Vertical Lines – The vertical lines indicate the locations of the coefficient break dates with

the estimated dates in the boxes next to these lines.

Text arrows – Text arrows point to the locations of variance breaks and the corresponding

changes in the variance of the consecutive regimes.

Black dots – Outliers detected at the convergence of the iterations are indicated by black

dots if any outliers are detected.

PD – This shows the estimates of persistence of domestic inflation in each coefficient break

regime, measured by the sum of autoregressive coefficients of its own lags.

PF – This shows the estimates of total lagged effect of foreign inflation in each coefficient

break regime, measured by the sum of autoregressive coefficients of lagged foreign infla-

tion series.

UcM – This reports unconditional mean of domestic inflation in each coefficient break

regime.

Cont – This shows estimated contemporaneous relationship between domestic and country

specific foreign inflation in each coefficient break regime (β0j in equation (8)).
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Figures 1.1: Inflation Dynamics

Figure 1.1.1: Inflation Dynamics: Austria
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Figure 1.1.2: Inflation Dynamics: Belgium
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Figure 1.1.3: Inflation Dynamics: Canada
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Figure 1.1.4: Inflation Dynamics: Denmark
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Figure 1.1.5: Inflation Dynamics: Finland
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Figure 1.1.6: Inflation Dynamics: France
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Figure 1.1.7: Inflation Dynamics: Germany
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Figure 1.1.8: Inflation Dynamics: Greece
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Figure 1.1.9: Inflation Dynamics: Italy
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Figure 1.1.10: Inflation Dynamics: Japan
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Figure 1.1.11: Inflation Dynamics: Korea
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Figure 1.1.12: Inflation Dynamics: Netherlands
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Figure 1.1.13: Inflation Dynamics: Norway
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Figure 1.1.14: Inflation Dynamics: Portugal
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Figure 1.1.15: Inflation Dynamics: Spain
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Figure 1.1.16: Inflation Dynamics: Sweden
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Figure 1.1.17: Inflation Dynamics: Switzerland
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Figure 1.1.18: Inflation Dynamics: United Kingdom
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Figure 1.1.19: Inflation Dynamics: United States
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Appendix

A Outliers and Breaks in The Exogenous Variable

Consider following data generating process which exhibits no break

yt = 0.5 + 0.5yt−1 + 0.5zt + et (10)

et ∼ N(0, 1)

where yt−1 is one period lag of dependent variable and zt is an exogenous independent variable

with a random normal distribution. First, we undertook a simulation study to examine the

performance of the Chow test with the explanatory variable zt having moderate (observations

between 90-100 are set equal to 50) and large (observations between 90-100 are set equal to

100) size outliers. Based on the 10000 replications, on average, the size of the test is unaffected

at 10%, 5% and 1% significance levels.

Second, we analyze the size of the tests: WDmax and Sequential SupF (l + 1|l) rejecting

the true null hypothesis of no break, when explanatory variable zt is subject to a single break

in the mean or variance. We impose a break in the mean by increasing it by 5, and also in the

variance by multiplying it by 5, at the break point. A break occurs at t = bT where b = 0.5

or b = 0.75. After 5000 replications, on average, the size of the WDmax and Sequential tests

is well-sized at a 5% significance level.

Size of a coefficient break test: Outliers in the explanatory variable

α=0.10 α=0.05 α=0.01

T=500 Moderate 0.100 0.051 0.010

T=500 Large 0.099 0.051 0.010

* After 10000 replications

Chow test

Test Method Sample
Size of 

Outliers

Size*

Coefficient 

break test
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Table A1: Size of the tests: A break in the explanatory variable

b=0.5 b=0.75

SupF(l+1|l) M=5, є=0.15 T=500 0.046 0.047

WDmax M=5, є=0.15 T=500 0.033 0.037

SupF(l+1|l) M=5, є=0.15 T=500 0.060 0.060

WDmax M=5, є=0.15 T=500 0.075 0.073

SupF(l+1|l) M=5, є=0.15 T=500 0.020 0.020

WDmax M=5, є=0.15 T=500 0.016 0.019

SupF(l+1|l) M=5, є=0.15 T=500 0.066 0.066

WDmax M=5, є=0.15 T=500 0.079 0.077

*After 5000 replications

Variance 

break test

B. A single break in the variance of explanatory variable

Coefficient 

break test

Variance 

break test

Test Method Specification Sample
Size*

A. A single break in the mean of explanatory variable

Coefficient 

break test
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B An algorithm for the iterative structural break

testing method
Iterative Structural Break Method 

  

 

  

    

 

 

  

 

  

                                                         Coefficient Breaks                                                       No Coefficient Breaks 

                                                no  

 

 

                           Variance Break                                     No Variance Break               No Variance Break                      Variance Break 

    

 

 

 

 

       Coefficient Break                  No Coefficient Break                       Coefficient Break                               No Coefficient Break 

  

 

 Yes 

 

                                                                                                        

 

 

 

  

                             Data: t
D0

   Step 0: Seasonal Adjustment t
D0  t

D0_sa

    

 

 

Step 1: Detect & Remove outliers in the full sample

Step 1*: Detect & Remove outliers in each coefficient

break regime (2nd iteration onwards)

t
D0_sa  t

D

    

       

Step 2: Select model as t
D  Zt  t

 

Step 3: Structural Break (SB) test on  with HC inference

and get coefficient breaks (T 1
C, . . . ,T m

C ) and .

Step 4: Construct residual variances 

conditional on coefficient breaks in step 3: 

     
Test SB on mean of squared residuals as            

         

 

 

 

 t
2  t

D  Zt2 t  Tj1
C  1, . . . ,Tj

C

 t
2  j  ut T 1

V, . . . ,T m
V j  1, . . . ,m  1

Step 4: Construct residual variances using 

the full sample as

              
Test SB on mean of squared residuals as

         

 

 t
2  t

D  Zt2 t  1, . . . ,T

 t
2  j  ut T 1

V, . . . ,T m
V j  1, . . . ,m  1

Step 5: Calculate standard error in each 

regime conditional on variance breaks from 

step 4 and apply GLS transformation as 

 

 

 j  Tj

V

1 
t

Tj1

V
1


Tj

V

 t
2  t

D0_sa  t
D0_sa

 j

 t
D  t

D

 j
; Z t 

Zt

 j
; t  T j1

V  1, . . . ,T j
V and j  1, . . . ,m  1

Step 5: Calculate standard error in each 

regime conditional on variance breaks from 

step 4 and apply GLS transformation as 

 

 

 

 

 

 j  Tj

V

1 
t

Tj1

V
1


Tj

V

 t
2  t

D0_sa  t
D0_sa

 j

 t
D  t

D

 j
; Z t 

Zt

 j
; t  T j1

V  1, . . . ,T j
V and j  1, . . . ,m  1

End 

  

 t
D   t

D;

Z t  Zt

 t
D0_sa  t

D0_sa

 Step 5: SB test again on t
D  Z t  ut to obtain new T 1

C, . . . ,Tm
C and .

End 

 

 Save

T1

C
, . . . ,


Tm

C
,T 1

V, . . . ,T m
V and 

 Step 5: SB test again on t
D  Z t  ut to obtain new T 1

C, . . . ,Tm
C and .

 Save

T1

C
, . . . ,


Tm

C
,T 1

V, . . . ,T m
V and  End 

 

 

Check whether the same sets of

T 1
C, . . . ,T m

C ; T 1
V, . . . ,T m

V and 

are detected in previous iterations

(from the 2nd iteration onward)

Convergence may be achieved by finding 
the same sets of breaks from consecutive 
iterations. Otherwise, calculate SIC for all 
local optima and select the set which 
achieves the smallest SIC value. 

End

. 

 

 

Feed

t
D0_sa   t

D0_sa;  j;

T 1
C, . . . ,T m

C ; T 1
V, . . . ,T m

V

to the next iteration

Step 1*: De-standardize data (from 

the 2
nd

 iteration onward) so that 

data is adjusted only for outliers as

 

t
D  t

D   j

t  T j1
V  1, . . . ,T j

V

j  1, . . . ,m  1

81



C
A

d
d
it

io
n
a
l

T
a
b
le

s

T
ab

le
A

2:
T

es
t

st
at

is
ti

cs
an

d
p

va
lu

es
fo

r
th

e
co

effi
ci

en
t

b
re

ak
s

te
st

s
fo

r
u
n
iv

ar
ia

te
m

o
d
el

s

Su
p

F 
(K

)
p

-v
al

u
e

Su
p

F(
1

)
p

-v
al

u
e

Su
p

F(
2

|1
)

p
-v

al
u

e
Su

p
F(

3
|2

)
p

-v
al

u
e

Su
p

F(
4

|3
)

p
-v

al
u

e
Su

p
F(

5
|4

)
p

-v
al

u
e

A
u

st
ri

a
1

8
.1

9
8

0
.2

3
6

1
8

.1
9

8
0

.1
6

7
9

.6
3

6
0

.9
8

8
9

.0
4

9
1

.0
0

0
3

.4
4

6
1

.0
0

0
0

.0
0

0
1

.0
0

0

B
el

gi
u

m
4

8
.7

2
9

0
.0

0
0

4
5

.2
0

5
0

.0
0

0
3

2
.7

5
3

0
.0

0
2

2
0

.9
2

8
0

.1
9

7
8

.2
3

4
1

.0
0

0
6

.4
0

7
1

.0
0

0

C
an

ad
a

4
8

.4
4

8
0

.0
0

0
4

8
.4

4
8

0
.0

0
0

2
8

.2
5

7
0

.0
4

2
1

1
.3

1
5

1
.0

0
0

1
0

.2
2

2
1

.0
0

0
0

.0
0

0
1

.0
0

0

D
en

m
ar

k
3

9
.4

2
6

0
.0

0
0

3
9

.4
2

6
0

.0
0

0
2

3
.7

4
9

0
.0

2
8

6
.8

5
0

1
.0

0
0

3
.4

9
4

1
.0

0
0

0
.0

0
0

1
.0

0
0

Fi
n

la
n

d
3

7
.1

8
3

0
.0

0
0

3
7

.1
8

3
0

.0
0

0
1

9
.3

7
8

0
.1

2
9

1
2

.9
0

7
0

.8
1

0
5

.8
3

2
1

.0
0

0
5

.6
0

7
1

.0
0

0

Fr
an

ce
5

1
.2

1
5

0
.0

0
0

5
1

.2
1

5
0

.0
0

0
2

5
.8

9
1

0
.0

2
6

2
0

.1
8

4
0

.2
4

4
4

.0
2

6
1

.0
0

0
0

.0
0

0
1

.0
0

0

G
er

m
an

y 
2

9
.7

3
5

0
.0

0
2

2
9

.7
3

5
0

.0
0

3
1

3
.0

7
5

0
.7

9
5

7
.0

1
9

1
.0

0
0

1
5

.0
8

4
0

.8
3

8
0

.0
0

0
1

.0
0

0

G
re

ec
e

3
0

.9
2

3
0

.0
0

1
3

0
.9

2
3

0
.0

0
1

1
8

.1
2

3
0

.1
9

0
1

7
.6

1
0

0
.3

1
2

9
.5

3
7

1
.0

0
0

1
0

.1
9

6
1

.0
0

0

It
al

y
2

8
.3

3
3

0
.0

0
2

2
3

.9
4

3
0

.0
1

3
2

2
.4

5
2

0
.0

4
5

1
3

.7
2

2
0

.7
2

3
4

.9
2

0
1

.0
0

0
0

.0
0

0
1

.0
0

0

Ja
p

an
4

5
.9

9
0

0
.0

0
0

4
5

.9
9

0
0

.0
0

0
3

3
.4

6
6

0
.0

0
7

1
5

.3
5

6
0

.9
3

9
1

2
.5

2
4

1
.0

0
0

0
.0

0
0

1
.0

0
0

K
o

re
a

3
7

.3
0

3
0

.0
0

0
3

7
.3

0
3

0
.0

0
0

2
1

.6
4

1
0

.0
6

0
1

7
.5

8
0

0
.3

1
5

1
1

.8
0

8
0

.9
6

2
0

.0
0

0
1

.0
0

0

N
et

h
er

la
n

d
2

6
.1

1
9

0
.0

1
2

2
5

.5
8

6
0

.0
1

5
1

6
.5

8
1

0
.4

4
0

1
5

.6
2

4
0

.6
7

9
7

.0
9

8
1

.0
0

0
0

.0
0

0
1

.0
0

0

N
o

rw
ay

3
0

.8
5

5
0

.0
0

1
3

0
.8

5
5

0
.0

0
1

1
8

.7
2

9
0

.1
5

8
9

.9
3

2
0

.9
9

0
9

.8
1

3
1

.0
0

0
0

.0
0

0
1

.0
0

0

P
o

rt
u

ga
l

3
5

.8
2

6
0

.0
0

0
3

4
.0

9
7

0
.0

0
0

2
5

.0
6

7
0

.0
0

7
7

.9
5

2
0

.9
9

7
6

.9
9

6
1

.0
0

0
0

.0
0

0
1

.0
0

0

Sp
ai

n
3

8
.3

3
8

0
.0

0
0

2
9

.7
9

1
0

.0
0

6
2

6
.4

0
5

0
.0

4
3

2
2

.1
2

6
0

.2
2

9
1

4
.1

5
6

0
.9

8
0

6
.6

2
8

1
.0

0
0

Sw
ed

en
3

8
.4

6
6

0
.0

0
0

3
8

.4
6

6
0

.0
0

0
9

.8
2

8
0

.9
4

1
8

.6
2

7
1

.0
0

0
7

.1
0

2
1

.0
0

0
1

.7
1

5
1

.0
0

0

Sw
it

ze
rl

an
d

1
6

.8
3

3
0

.3
4

9
1

5
.5

6
4

0
.3

2
9

1
3

.6
2

4
0

.7
4

2
9

.1
7

9
1

.0
0

0
6

.9
1

6
1

.0
0

0
0

.0
0

0
1

.0
0

0

U
K

3
6

.3
4

4
0

.0
0

0
3

5
.5

4
6

0
.0

0
0

2
2

.5
9

5
0

.0
2

0
9

.1
3

9
0

.9
7

1
2

1
.5

8
2

0
.0

5
8

0
.0

0
0

1
.0

0
0

U
S

3
8

.5
4

4
0

.0
0

0
3

8
.5

4
4

0
.0

0
0

2
0

.1
3

9
0

.1
0

0
1

2
.7

8
7

0
.8

2
2

1
1

.0
2

7
0

.9
8

8
1

1
.1

1
1

0
.9

9
7

Su
p

F(
l+

1
|l

)

N
o

te
s:

 T
ab

le
 p

ro
vi

d
es

 W
D

m
ax

 a
n

d
 S

eq
u

en
ti

al
 S

u
p

F(
l+

1
|l

) 
te

st
s 

st
at

is
ti

cs
, d

es
cr

ib
ed

 in
 t

h
e 

te
xt

. S
eq

u
en

ti
al

 t
es

t 
st

at
is

ti
cs

 a
re

 c
o

m
p

u
te

d
 f

o
r 

u
p

 t
o

 5
 b

re
ak

s 
re

ga
rd

le
ss

 o
f 

n
o

n
 r

ej
ec

ti
o

n
 o

f 
n

u
ll 

h
yp

o
th

es
is

 a
t 

ce
rt

ai
n

 p
o

in
ts

. A
p

p
ro

xi
m

at
e

 p
 v

al
u

es
 a

re
 c

al
cu

la
te

d
 c

o
rr

es
p

o
n

d
in

g 
to

 t
h

es
e

 s
ta

ti
st

ic
s 

u
si

n
g 

H
al

l a
n

d
 S

ak
ka

s 
(2

0
1

1
).

 C
o

n
se

q
u

en
tl

y,
 t

h
e 

n
u

m
b

er
 o

f 
b

re
ak

 d
at

es
 a

re
 d

ec
id

ed
 b

y 
th

e 
la

st
 r

ej
ec

ti
o

n
 o

f 
n

u
ll 

h
yp

o
th

es
is

 b
y 

5
%

 s
ig

in
if

ic
an

ce
 le

ve
l. 

C
o

u
n

tr
ie

s

W
D

m
ax

82



T
ab

le
A

3:
T

es
t

st
at

is
ti

cs
an

d
p

va
lu

es
fo

r
th

e
va

ri
an

ce
b
re

ak
s

te
st

s
fo

r
u
n
iv

ar
ia

te
m

o
d
el

s

Su
p

F 
(K

)
p

-v
al

u
e

Su
p

F(
1

)
p

-v
al

u
e

Su
p

F(
2

|1
)

p
-v

al
u

e
Su

p
F(

3
|2

)
p

-v
al

u
e

Su
p

F(
4

|3
)

p
-v

al
u

e
Su

p
F(

5
|4

)
p

-v
al

u
e

A
u

st
ri

a
1

6
.2

5
1

0
.0

0
1

1
6

.2
5

1
0

.0
0

1
3

.0
7

1
0

.8
0

5
1

.5
8

8
1

.0
0

0
1

.1
7

0
1

.0
0

0
0

.0
0

0
1

.0
0

0

B
el

gi
u

m
1

2
.2

7
1

0
.0

0
8

1
2

.2
7

1
0

.0
0

9
7

.1
2

8
0

.1
9

3
0

.9
4

4
1

.0
0

0
0

.8
7

1
1

.0
0

0
0

.6
3

1
1

.0
0

0

C
an

ad
a

1
0

.5
8

5
0

.0
2

1
8

.2
1

6
0

.0
6

2
1

2
.6

8
0

0
.0

1
6

1
.5

5
2

1
.0

0
0

2
.6

9
6

0
.9

9
2

0
.0

0
0

1
.0

0
0

D
en

m
ar

k
4

3
.5

8
3

0
.0

0
0

4
3

.5
8

3
0

.0
0

0
2

4
.9

2
0

0
.0

0
0

8
.2

1
7

0
.1

7
8

2
.5

8
1

0
.9

9
6

0
.0

0
0

1
.0

0
0

Fi
n

la
n

d
3

3
.8

4
8

0
.0

0
0

3
3

.8
4

8
0

.0
0

0
2

2
.7

7
1

0
.0

0
0

1
.0

5
0

1
.0

0
0

4
.0

8
6

0
.8

4
6

0
.0

0
0

1
.0

0
0

Fr
an

ce
8

.1
9

0
0

.0
7

7
8

.1
9

0
0

.0
6

3
1

0
.1

2
8

0
.0

5
2

2
.7

7
8

0
.9

5
9

0
.0

0
0

1
.0

0
0

0
.0

0
0

1
.0

0
0

G
er

m
an

y 
7

.8
8

6
0

.0
9

0
6

.1
4

6
0

.1
5

6
1

0
.9

9
1

0
.0

3
5

2
.6

7
1

0
.9

6
9

1
.3

4
4

1
.0

0
0

0
.1

5
0

1
.0

0
0

G
re

ec
e

4
9

.4
7

2
0

.0
0

0
4

9
.4

7
2

0
.0

0
0

2
9

.7
2

7
0

.0
0

0
3

.9
7

6
0

.7
7

4
1

.3
1

6
1

.0
0

0
0

.2
6

1
1

.0
0

0

It
al

y
6

9
.1

0
4

0
.0

0
0

6
9

.1
0

4
0

.0
0

0
3

4
.2

0
1

0
.0

0
0

1
.8

5
5

1
.0

0
0

5
.5

0
0

0
.6

0
0

0
.0

0
0

1
.0

0
0

Ja
p

an
7

5
.8

3
5

0
.0

0
0

7
5

.8
3

5
0

.0
0

0
3

2
.4

2
4

0
.0

0
0

1
.5

6
2

1
.0

0
0

1
.4

2
1

1
.0

0
0

1
.3

2
1

1
.0

0
0

K
o

re
a

1
0

3
.0

1
8

0
.0

0
0

1
0

3
.0

1
8

0
.0

0
0

7
.9

2
2

0
.1

3
8

1
.9

0
9

1
.0

0
0

6
.0

5
0

0
.5

0
7

0
.0

0
0

1
.0

0
0

N
et

h
er

la
n

d
1

9
.9

5
4

0
.0

0
0

1
9

.9
5

4
0

.0
0

0
4

.0
6

6
0

.6
0

7
1

.0
3

7
1

.0
0

0
2

.3
0

8
1

.0
0

0
0

.0
0

0
1

.0
0

0

N
o

rw
ay

1
9

.3
7

6
0

.0
0

0
1

9
.3

7
6

0
.0

0
0

1
3

.8
9

4
0

.0
0

9
0

.6
6

9
1

.0
0

0
0

.0
0

0
1

.0
0

0
0

.0
0

0
1

.0
0

0

P
o

rt
u

ga
l

1
4

2
.6

6
5

0
.0

0
0

1
4

2
.6

6
5

0
.0

0
0

1
0

1
.6

4
4

0
.0

0
0

4
3

.2
8

5
0

.0
0

0
2

.2
3

7
1

.0
0

0
1

.2
1

0
1

.0
0

0

Sp
ai

n
3

0
.5

9
4

0
.0

0
0

3
0

.5
9

4
0

.0
0

0
3

7
.9

6
6

0
.0

0
0

8
.9

7
6

0
.1

2
9

1
1

.6
1

5
0

.0
5

1
0

.0
0

0
1

.0
0

0

Sw
ed

en
2

6
.8

8
0

0
.0

0
0

2
6

.8
8

0
0

.0
0

0
8

.3
1

0
0

.1
1

7
3

.6
8

7
0

.8
2

6
0

.4
1

2
1

.0
0

0
0

.0
0

0
1

.0
0

0

Sw
it

ze
rl

an
d

1
6

.5
2

3
0

.0
0

1
1

6
.5

2
3

0
.0

0
1

2
.6

1
5

0
.8

9
1

1
2

.4
2

2
0

.0
2

7
0

.0
0

0
1

.0
0

0
0

.0
0

0
1

.0
0

0

U
K

5
3

.6
7

0
0

.0
0

0
5

3
.6

7
0

0
.0

0
0

4
.7

5
6

0
.4

8
3

7
.6

4
2

0
.2

2
6

0
.0

0
0

1
.0

0
0

0
.0

0
0

1
.0

0
0

U
S

1
5

.0
8

2
0

.0
0

2
1

2
.8

2
8

0
.0

0
7

1
4

.2
3

0
0

.0
0

8
6

.0
0

8
0

.4
1

9
1

7
.1

9
3

0
.0

0
3

0
.0

0
0

1
.0

0
0

N
o

te
s:

 S
am

e 
as

 T
ab

le
 A

.2

Su
p

F(
l+

1
|l

)
C

o
u

n
tr

ie
s

W
D

m
ax

83



T
ab

le
A

4:
T

es
t

st
at

is
ti

cs
an

d
p

va
lu

es
fo

r
th

e
co

effi
ci

en
t

b
re

ak
s

te
st

s
fo

r
b
iv

ar
ia

te
m

o
d
el

s

Su
p

F 
(K

)
p

-v
al

u
e

Su
p

F(
1

)
p

-v
al

u
e

Su
p

F(
2

|1
)

p
-v

al
u

e
Su

p
F(

3
|2

)
p

-v
al

u
e

Su
p

F(
4

|3
)

p
-v

al
u

e
Su

p
F(

5
|4

)
p

-v
al

u
e

A
u

st
ri

a
2

1
.9

6
2

0
.0

0
1

1
8

.7
6

6
0

.0
0

8
1

8
.5

6
1

0
.0

1
6

6
.9

7
7

0
.9

1
4

9
.7

1
4

0
.6

7
7

0
.0

0
0

1
.0

0
0

B
el

gi
u

m
7

1
.3

2
3

0
.0

0
0

7
1

.3
2

3
0

.0
0

0
2

6
.6

6
2

0
.0

0
1

7
.8

8
5

0
.9

6
3

7
.3

2
0

0
.9

9
9

0
.0

0
0

1
.0

0
0

C
an

ad
a

5
9

.9
0

3
0

.0
0

0
5

9
.9

0
3

0
.0

0
0

1
7

.3
8

1
0

.2
3

6
9

.6
3

8
0

.9
9

4
1

7
.4

0
3

0
.4

0
9

6
.2

6
6

1
.0

0
0

D
en

m
ar

k
3

8
.8

7
3

0
.0

0
0

3
2

.2
0

3
0

.0
0

0
3

3
.9

2
1

0
.0

0
0

8
.8

5
5

0
.8

9
5

4
.1

0
4

1
.0

0
0

0
.0

0
0

1
.0

0
0

Fi
n

la
n

d
2

7
.0

4
6

0
.0

0
1

2
7

.0
4

6
0

.0
0

2
1

4
.3

7
8

0
.3

2
9

1
2

.1
2

4
0

.7
1

5
1

3
.5

1
9

0
.6

5
0

0
.0

0
0

1
.0

0
0

Fr
an

ce
9

9
.6

9
8

0
.0

0
0

9
9

.6
9

8
0

.0
0

0
1

1
.8

0
0

0
.6

0
3

1
3

.7
5

2
0

.5
2

1
5

.7
5

0
1

.0
0

0
0

.0
0

0
1

.0
0

0

G
er

m
an

y 
5

0
.3

3
5

0
.0

0
0

4
5

.0
8

8
0

.0
0

0
3

8
.7

3
6

0
.0

0
0

1
2

.4
5

0
0

.1
0

7
5

.5
3

4
0

.9
4

4
0

.0
0

0
1

.0
0

0

G
re

ec
e

4
2

.3
5

6
0

.0
0

0
4

2
.3

5
6

0
.0

0
0

1
9

.5
6

9
0

.1
2

1
1

7
.7

0
2

0
.3

0
4

7
.6

8
8

1
.0

0
0

0
.0

0
0

1
.0

0
0

It
al

y
3

8
.8

8
6

0
.0

0
0

3
6

.0
0

4
0

.0
0

0
2

3
.7

4
7

0
.0

2
8

2
0

.1
9

6
0

.1
4

5
1

6
.5

4
3

0
.5

0
1

0
.0

0
0

1
.0

0
0

Ja
p

an
2

7
.6

4
1

0
.0

0
3

2
7

.6
4

1
0

.0
0

3
1

1
.3

8
3

0
.8

2
4

1
5

.3
9

4
0

.5
3

3
1

4
.0

2
6

0
.7

8
9

1
1

.8
6

7
0

.9
8

5

K
o

re
a

2
5

.3
2

5
0

.0
0

1
2

5
.1

9
4

0
.0

0
1

1
7

.3
8

9
0

.0
6

5
5

.8
1

2
1

.0
0

0
2

.0
7

2
1

.0
0

0
0

.0
0

0
1

.0
0

0

N
et

h
er

la
n

d
2

6
.8

6
2

0
.0

0
1

2
1

.3
8

1
0

.0
1

6
1

8
.3

9
4

0
.0

9
5

1
1

.0
9

2
0

.8
2

9
4

.6
4

5
1

.0
0

0
0

.0
0

0
1

.0
0

0

N
o

rw
ay

3
4

.0
0

2
0

.0
0

0
3

4
.0

0
2

0
.0

0
0

1
3

.1
9

3
0

.6
3

2
1

2
.7

6
4

0
.8

2
4

1
3

.5
0

2
0

.8
4

2
0

.0
0

0
1

.0
0

0

P
o

rt
u

ga
l

3
8

.0
4

5
0

.0
0

0
3

6
.3

3
4

0
.0

0
0

2
3

.5
2

8
0

.0
3

0
1

5
.8

0
9

0
.4

8
7

1
4

.3
5

7
0

.7
5

3
0

.0
0

0
1

.0
0

0

Sp
ai

n
3

2
.9

5
7

0
.0

0
0

3
2

.9
5

7
0

.0
0

0
2

3
.8

2
7

0
.0

1
2

1
2

.2
5

2
0

.7
0

0
1

1
.9

4
3

0
.8

3
2

0
.0

0
0

1
.0

0
0

Sw
ed

en
2

1
.0

3
3

0
.0

2
0

2
1

.0
3

3
0

.0
1

9
1

1
.0

2
8

0
.6

9
5

9
.0

8
5

0
.9

7
3

5
.9

6
4

1
.0

0
0

0
.0

0
0

1
.0

0
0

Sw
it

ze
rl

an
d

5
3

.0
8

6
0

.0
0

0
5

3
.0

8
6

0
.0

0
0

1
5

.7
4

2
0

.2
2

3
1

4
.8

1
8

0
.4

0
4

9
.4

1
6

0
.9

9
0

0
.0

0
0

1
.0

0
0

U
K

3
8

.4
0

6
0

.0
0

0
3

8
.4

0
6

0
.0

0
0

1
5

.7
5

8
0

.2
2

2
1

5
.1

6
0

0
.3

7
0

1
8

.8
0

7
0

.1
5

7
0

.0
0

0
1

.0
0

0

U
S

6
1

.1
2

1
0

.0
0

0
6

1
.1

2
1

0
.0

0
0

1
7

.4
6

8
0

.0
2

5
2

0
.2

4
8

0
.0

1
1

1
0

.0
2

4
0

.6
3

3
1

.4
3

7
1

.0
0

0

N
o

te
s:

 S
am

e 
as

 T
ab

le
 A

.2

Su
p

F(
l+

1
|l

)
C

o
u

n
tr

ie
s

W
D

m
ax

84



T
ab

le
A

5:
T

es
t

st
at

is
ti

cs
an

d
p

va
lu

es
fo

r
th

e
va

ri
an

ce
b
re

ak
s

te
st

s
fo

r
b
iv

ar
ia

te
m

o
d
el

s

Su
p

F 
(K

)
p

-v
al

u
e

Su
p

F(
1

)
p

-v
al

u
e

Su
p

F(
2

|1
)

p
-v

al
u

e
Su

p
F(

3
|2

)
p

-v
al

u
e

Su
p

F(
4

|3
)

p
-v

al
u

e
Su

p
F(

5
|4

)
p

-v
al

u
e

A
u

st
ri

a
2

1
.2

7
1

0
.0

0
0

2
1

.2
7

1
0

.0
0

0
7

.8
5

1
0

.1
4

2
1

.5
0

3
1

.0
0

0
2

.4
3

6
0

.9
9

8
0

.0
0

0
1

.0
0

0

B
el

gi
u

m
3

1
.9

4
8

0
.0

0
0

3
1

.9
4

8
0

.0
0

0
6

.8
8

4
0

.2
1

4
1

.4
7

2
1

.0
0

0
0

.2
3

7
1

.0
0

0
0

.0
0

0
1

.0
0

0

C
an

ad
a

1
2

.9
8

0
0

.0
0

5
1

2
.9

8
0

0
.0

0
7

3
.3

1
8

0
.7

5
6

5
.2

1
2

0
.5

4
8

1
.0

1
6

1
.0

0
0

0
.0

0
0

1
.0

0
0

D
en

m
ar

k
3

9
.6

2
3

0
.0

0
0

3
9

.6
2

3
0

.0
0

0
2

6
.2

5
3

0
.0

0
0

1
.5

2
8

1
.0

0
0

3
.9

8
4

0
.8

6
2

0
.0

0
0

1
.0

0
0

Fi
n

la
n

d
4

8
.0

4
9

0
.0

0
0

4
8

.0
4

9
0

.0
0

0
1

0
.4

7
6

0
.0

4
4

2
.7

4
3

0
.9

6
2

1
.2

9
5

1
.0

0
0

0
.0

0
0

1
.0

0
0

Fr
an

ce
2

0
.0

1
2

0
.0

0
0

2
0

.0
1

2
0

.0
0

0
5

.8
1

9
0

.3
2

6
4

.2
2

5
0

.7
2

8
2

.0
7

8
1

.0
0

0
1

.0
6

7
1

.0
0

0

G
er

m
an

y 
1

1
.3

0
2

0
.0

1
4

1
1

.3
0

2
0

.0
1

5
2

.7
1

9
0

.8
7

2
0

.4
5

6
1

.0
0

0
0

.4
3

3
1

.0
0

0
0

.6
2

2
1

.0
0

0

G
re

ec
e

5
3

.3
5

1
0

.0
0

0
5

3
.3

5
1

0
.0

0
0

2
9

.8
9

6
0

.0
0

0
3

.0
4

1
0

.9
2

7
0

.6
1

2
1

.0
0

0
0

.0
0

0
1

.0
0

0

It
al

y
5

9
.3

5
8

0
.0

0
0

5
9

.3
5

8
0

.0
0

0
2

0
.7

8
9

0
.0

0
0

5
.8

1
2

0
.4

4
9

2
.7

5
3

0
.9

8
9

0
.0

0
0

1
.0

0
0

Ja
p

an
9

5
.3

9
3

0
.0

0
0

9
5

.3
9

3
0

.0
0

0
4

2
.9

1
9

0
.0

0
0

1
1

.1
4

7
0

.0
4

9
1

.1
1

8
1

.0
0

0
0

.0
0

0
1

.0
0

0

K
o

re
a

1
2

5
.3

0
2

0
.0

0
0

1
2

5
.3

0
2

0
.0

0
0

1
2

.3
8

7
0

.0
1

8
1

.7
4

7
1

.0
0

0
8

.1
4

3
0

.2
3

6
0

.0
0

0
1

.0
0

0

N
et

h
er

la
n

d
1

5
.6

9
6

0
.0

0
1

1
5

.6
9

6
0

.0
0

2
6

.5
0

9
0

.2
4

9
3

.1
7

4
0

.9
0

9
2

.6
8

3
0

.9
9

2
0

.0
0

0
1

.0
0

0

N
o

rw
ay

2
1

.7
5

8
0

.0
0

0
2

1
.7

5
8

0
.0

0
0

7
.4

0
7

0
.1

7
2

4
.9

0
9

0
.6

0
1

3
.0

0
7

0
.9

7
5

0
.0

0
0

1
.0

0
0

P
o

rt
u

ga
l

1
0

7
.3

3
7

0
.0

0
0

1
0

7
.3

3
7

0
.0

0
0

9
4

.0
8

8
0

.0
0

0
2

9
.3

5
0

0
.0

0
0

4
.9

6
3

0
.6

9
6

1
.1

2
7

1
.0

0
0

Sp
ai

n
3

6
.3

2
6

0
.0

0
0

3
6

.3
2

6
0

.0
0

0
3

1
.8

3
9

0
.0

0
0

1
9

.1
3

2
0

.0
0

1
7

.1
9

6
0

.3
4

1
0

.0
0

0
1

.0
0

0

Sw
ed

en
3

0
.4

5
4

0
.0

0
0

3
0

.4
5

4
0

.0
0

0
1

7
.3

2
2

0
.0

0
2

4
.0

5
2

0
.7

6
0

2
.6

3
9

0
.9

9
4

0
.0

0
0

1
.0

0
0

Sw
it

ze
rl

an
d

3
9

.1
7

5
0

.0
0

0
3

9
.1

7
5

0
.0

0
0

8
.1

8
7

0
.1

2
3

6
.3

9
8

0
.3

6
5

1
.3

1
1

1
.0

0
0

0
.0

0
0

1
.0

0
0

U
K

1
2

.3
9

6
0

.0
0

8
1

2
.3

9
6

0
.0

0
9

6
.3

7
6

0
.2

6
2

2
.0

6
9

1
.0

0
0

0
.8

8
9

1
.0

0
0

0
.0

0
0

1
.0

0
0

U
S

2
4

.5
0

8
0

.0
0

0
2

4
.5

0
8

0
.0

0
0

1
6

.9
6

0
0

.0
0

2
3

.6
0

1
0

.8
4

1
1

0
.5

3
6

0
.0

8
4

0
.0

7
3

1
.0

0
0

N
o

te
s:

 S
am

e 
as

 T
ab

le
 A

.2

Su
p

F(
l+

1
|l

)
C

o
u

n
tr

ie
s

W
D

m
ax

85


