ty
er

The Universi
of Manchest

MANCHESTER
1824

Discussion Paper Series

Regional Spilloversin Financial Dollarization
By

Kyriakos C. Neanidisand Christos S. Savva

Centre for Growth and Business Cycle Research, Economic Studies,
University of Manchester, Manchester, M13 9PL, UK

March 2018

Number 238

Download paper from:

http://www.social sciences.manchester.ac.uk/cgbcr/discussionpape
rs/index.html



Regional Spilloversin Financial Dollarization

Kyriakos C. Neanidis® and Christos S. Savva”

@Department of Economics, University of Manchestat &entre for Growth and
Business Cycle Research, Manchester M13 9PL, UKitegdom
P Department of Commerce, Finance and Shipping, Gypniversity of Technology,

Cyprus

Abstract

This paper examines the presence of cross-coumtmggional spillovers in financial
dollarization. Using spatial econometric techniqu®l a unique monthly dataset of
deposit and loan dollarization extending over twgatles for 23 transition countries that
belong in the same geographical region, we findngtrevidence of regional spillovers in
both types of dollarization. Spillovers are chategby trade and banking linkages, and
pass through to all countries independently ofrtlesiel of financial dollarization. Policy
interventions that reduce dollarization in one doprcan, therefore, affect neighboring
countries.
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1. Introduction

Financial dollarization (FD), defined as the holgh by a country’s residents of
the share of financial assets and liabilities irefgn currency, has long been a source of
concern in many developing countries due to itdrdmution to slower and more volatile
growth, higher degree of financial fragility, loweffectiveness of monetary policy, and
the emergence of balance of payments crises (seBli@@6 et al., 2005; and Levy
Yeyati, 2006). The high levels of FD in these costas documented by EBRD (2010)
have sparked a growing interest on this issue bygemics and policymakers alike in an
effort to identify policy instruments to controlishphenomenon. The sizeable work that
has been produced over the years has identifiedutiskerlying determinants of FD,
associated to both demand and supply factors. fBet,existing work has limited its
attention on the drivers of FD within each counthgreby assuming that influences on
FD are country-specific or there exists independeot FD across countries. In this
paper, we depart from this assumption and exarhi@g@tesence and extent of spillovers
in FD beyond national borders, at the regionallleve

Why can FD spread across national borders? We peofweo reasons based on
the literature that studies the transmission ampggation of economic shocks across
countries. First, due to bilateral trade betwedrspat countries that requires the use of a
currency foreign to the national, either the cueseaf the trading country or a common
foreign currency for both traders (Forbes, 2012ypdfters and importers in both
countries need to hold and access foreign currericieonduct transactions, so that more
trade encourages deposits and loans in foreigremeyrin both countries. Second, the
large and growing international linkages of donebanking systems means that access
to foreign currency borrowing and lending becomesiex and can spread across borders
(Brown and De Haas, 2012; Brown et al. 2014). Ast¢edoreign currency financing and
its cross-country spread can take place eithecnass-border lending, or through foreign
banks entering the domestic market of a host cguntthe form of a subsidiary or a
branch to provide credit and accept deposits lp¢@le Haas and van Horen, 2012). For
example, an increase in local-currency nonperfogntoans in a country can cause banks
to increase the domestic supply of loans in foreigmency (Euro or US dollar) and raise

loan dollarization in this country. Through crossrder lending or local lending by



foreign banks’ affiliates, the original expansionforeign currency lending can then spill
over to the supply of credit in other countrieameffort for the bank to restore its capital
adequacy or adjust its risk exposures. Given tlilatebal trade and banking linkages
encourage cross-country transactions, ignoringpteeence of such interdependence may
lead to biased inference about the determinanE®of

With this qualification in mind, the main objectiv# this study is to put into
formal test the hypothesis on whether financialad@ation spills over across nations to
a wider geographical region. To achieve this, w@legnan empirical model that allows
for spillovers among countries. Specifically, wgness each country’s level of deposit
dollarization (DD) on the weighted DD of the otleuntries in the region and repeat the
analysis for loan dollarization (LD). Acknowledginthat regional dollarization is
endogenous and subject to a reflection problem,adept an instrumental variable
strategy that allows taking into account the chénpé transmission mentioned above:
bilateral trade and foreign bank penetration. AHer contribution is that our estimation
technique takes into account spatial dependenceuindata and corrects estimated
standard errors with respect to unobserved detamtsnof dollarization collected in the
error term. Specifically, the econometric methodiese on generalized method of
moments estimation and provides consistent estsnatmder heteroskedastic
disturbances. Moreover, it is immune against aageidegree of mis-specification of the
spatial dependence of the disturbances (see Kelajia Prucha, 2007). We also think
that the group of countries in our data are be$¢duor testing the presence of regional
spillover effects since all of them are locatedhie same geographical region, Central
and Eastern Europe, corresponding to 23 economigsansition over the 1990s and
2000s.

We find strong evidence that both deposit and Idaliarization spill across
national borders with both channels of transmissjpade and banking) playing a
significant role. On average, regional dollarizati@ises country-specific dollarization
by 3.7 percentage points in deposits and 4.7 pexgerpoints in loans. When splitting
the country sample according to the level of daktion, interestingly we find that
spillovers are mainly driven by low-dollarizatiorountries: the magnitude of the

spillover effect is dictated mainly by countriesatlexhibit dollarization ratios of less than



50%. Our findings are robust to alternative sampiesdel specifications and estimation
techniques, whilst also controlling for additioriattors in the regressions does not alter
main results. An implication of our findings is thafforts to dampen financial
dollarization in one country are likely to be beaoial to other countries in the region as
well. This would then justify international coopgoa and coordination efforts as a way
of combating and minimizing the regional spillowe$fects of dollarization.

Our study contributes to two growing strands of litexature. First, we add to the
existing evidence on the determinants of finang@larization. While the majority of the
literature originally focused on the determinantsfareign currency deposits (see, for
example, 1ze and Levy Yeyati, 2003, De Nicaodt al., 2005; Levy-Yeyati, 2006;
Rennhack and Nozaki, 2006; Vieira et al.,, 2012; Aimdand Ye, 2013), more recent
work has shifted attention to the asset side ok&dmlance sheets (Barajas and Morales,
2003; Arteta, 2005; Honig, 2009). The latter pheenon has gained particular attention
in Central and Eastern European countries duedio ttynamic financial developments
and expansion in foreign currency loans (Luca aetiova, 2008; Neanidis and Savva,
2009, 2013; Neanidis, 2010; Basso et al., 2011dnfuc et al.,, 2013; Kishor and
Neanidis, 2015). Our work acts complementary tosehstudies by offering a new
mechanism that promotes FD: cross-country spillover both deposit and loan
dollarization. The importance of this mechanisnillisstrated by the magnitude of the
spillover effects, along with the channels via whibey materialize.

Second, our study contributes to an emerging titeeathat investigates the role
of international banking integration on the trarmssion of financial shocks across
countries. De Haas and van Lelyveld (2014) proedeence that multinational banking
although can mitigate domestic financial shocksses the transmission of foreign
banking shocks. De Haas and van Horen (2012) shwaw during the 2007-2009
recession, when banks faced substantial shocKseio ¢apital and access to long term
debt, they transmitted these shocks across bobgenrsducing their cross-border lending.
For the same period, Cocozza and Piselli (201Q] fimat higher interconnectedness
between Western and Eastern European banking sydtes) contributed to two-way
cross-border contagion. These results are echo&dldsserman and Young (2015), who

estimate that in a network structure high finanaahnnectivity amongst financial



institutions amplifies shocks to the financial gyst Our findings are in support of this
line of research since we document that one otHamnels of transmission of financial
dollarization at the regional level is taking plag&a increased cross-border bank
connectivity.

The remainder of the paper is organized as follddestion 2 presents the data,
while section 3 describes the econometric modeiti@e 4 reports the findings of the

analysis and, finally, section 5 concludes.

2. Data

We use a panel of monthly observations from thé/d#90s (the earliest date is
January 1993) to the end of the 2000s (the latatst @ December 2009) drawing on a
variety of data sourcésDetails about the data and their construction larfound in

Table A. In the rest of this section, we provideuanmary description of the dataset.

Countries — Our dataset comprises 23 transition@uodes located in Central and Eastern
Europe and the former Soviet Unidhe sample includes Albania, Armenia, Belarus,
Bulgaria, Croatia, Czech Republic, Estonia, Gegrgiangary, Kazakhstan, Kyrgyz
Republic, Latvia, Lithuania, Macedonia FYR, MoldpvRoland, Romania, Russia,
Serbia, Slovak Republic, Slovenia, Turkey and WediThe choice of the sample has
been guided by two principles to best capture el effects: (i) the countries’
geographical proximity to each other, and (ii) toenprehensive coverage of deposit and
loan dollarization series. The first principle isflected in Figure 1 which shows the

regional proximity of the countries, while Figuread 3 reflect the second principle: the

! The main reason why our sample ends in 2009 iausecwe wanted to exclude from our analysis the
period of the Great Recession that may have praremieven further spillover effects across countties
other words, one may consider our estimates tegelbwer bounds of spillovers in the absence treexe
common international economic shocks.

2 The list of transition economies follows the IMEOQO) and the World Bank (2002). We exclude from th
list the following Asian economies: Cambodia, Chibaos, and Vietnam. We include Turkey because of
its long history of financial dollarization.

% The end-of-period coverage for the Slovak Repuhblid Slovenia is at the end of 2008 and 2006,
respectively, as a way of avoiding the periodsraftieich these countries formally adopted the ewrthair
legal tender. This means that we focus in the gerauring which countries were using their own orai
currency, against which financial dollarization #saare calculated.



continuous and uninterrupted series for deposit laad dollarization for each of the

countries.

Financial dollarization — Although the early doikmtion literature proxies this

phenomenon with measures of deposit dollarizatioty,oviewing this measure as
mirroring loan dollarization, more recent contriloumis have shown that the two processes
are independently influenced by different factofkis has the implication that both
deposit and loan dollarization need to be examasghrately and for this reason we treat
in our analysis both sides of the banks’ balanetshas our dependent variable, one at a
time. We define DD as the ratio of foreign currerdgposits to total deposits of a
country’s residents in domestically-based bankd, l&D as the ratio of foreign currency
loans to total loans of domestically-based banks tountry’s residents. In line with the
literature, these definitions emphasize that fim@ndollarization does not only include
dollar or euro holdings but also deposits and loamveryforeign currency.

All dollarization data are drawn primarily from Natal Central Bank reports and
the sample covers countries with varying experienice dollarization. For example,
Figure 2 and 3 show countries that exhibit low lsev& dollarization (Czech Republic
and Slovak Republic) and others with high levelsdofiarization (Armenia, Bulgaria,
Georgia, and the Kyrgyz Republic). They also shdvattsome countries have
experienced low variation over time (Macedonia FafiRl Moldova) compared to some
other with high variation (Armenia, Georgia, TurkeRespite their various experiences,
however, it is indicative that most countries extiligh persistence in FD across time.

Our main control variable is the proxy for regiodalposit and loan dollarization.
This is measured as the sum of deposit or loaradzdition over all countries in the
region other than the country we are treating e@e. Thus, for countrigs=1,...,n and

timet, regional dollarization for countiyis calculated as
n
Regional FD;, = Z FDj — FDy,  Vi#j,  FD=DD,LD.
j=1
We are careful to weight the size of regional aghieoring dollarization by the relative

contribution of each of countrigsto the dollarization of the region. Specificallye

create weights for the relative size of FD for eactintryj as



ight e
weigntj = Regional FD;;’

where
n
Eweightﬁt =1, Vi # j,
j=1

and then multiply the weight of each coungrwith the level of its respective financial
dollarization,FDj, to obtain a measure of every country’s contrifmutio regional FD.
Adding through by time periotlacross countrieg we calculate for each countrythe
level of its weighted average neighboring FD. Im oalculations, we consider for each
country only the number of observations that ar@lalle in each month in an effort to
not bias the measurement of regional FD due toingssbservations. In this way, the
size of regional dollarization is determined by {ije relative importance of each
individual country’s level of dollarization in thregion and by (ii) its available time series
coveragé. Figure 4 illustrates the time series profile ofigi#ed average regional deposit
and loan dollarization ratios. After an initial ugsd trend, both series have stabilized at
rates of 50%-60%, highlighting the high and peesisshare of foreign currency holdings

in the region.

Trade and banking linkages — For the purpose ofimirumental variable strategy, we

resort to two channels through which financial de#lation in other countries can change
the domestic level of financial dollarization. Weirt these channels spillovers because
they are the unintended consequence of changeasancfal dollarization elsewhere in
the region. In each case, we capture interdepeedeyall countries in the sample in
weighted form with weights reflecting the strengfiinkages amongst countries.

Bilateral trade is the first channel of diffusiof fthancial dollarization and is
meant to capture trade linkages that reflect aggeedemand effects (Forbes, 2012). The

data are extracted from the IMF’s Direction of Tea8tatistics (DOTS), which provide

* A simpler alternative would be to treat every coyrin the region as exerting the same weight ® th
region, i.e., using an unweighted average of eachmtty’s dollarization contribution to the regiofhis,
however, would be a naive treatment of neighbodotarization as it would consider every country’s
contribution to regional dollarization as beingthé same importance independently of its size thea
country. Nevertheless, we have also consideredhika&sure in our analysis and did not find any diffié
qualitative effects, only quantitative as one aqaagine.



bilateral trade (imports and exports) in U.S. dsliaBilateral trade offers to countries
opportunities to import and export goods and sessién exchange for (foreign)
currencies. Hence, to expedite trade, traders th bountries need to hold deposits and
obtain loans in foreign currency. For this reasgreater bilateral trade linkages in a
region are expected to contribute to higher leweélsegional financial dollarization. We
use bilateral trade to create weights of cross-tgumkages as follows. For a country
pairi andj, denote the elements of the weighting matrixsaand the indicator value for
bilateral trade agradg;. Then, averaging across all time periddhe trade-based matrix

is of the form

_ tradey
wij = m.
The second channel of spillover of financial do#ation is represented by
financial linkages that reflect credit supply chalsn(Forbes, 2012). Although there are
several measures of cross-country financial linkagee use the share of foreign bank
penetration by the EBRD. This measures the pergerdbdomestic banks with assets of
foreign ownership in excess of 50% and, by doingpsaxies the exposure of a country’s
banking system to the international financial netw¢@Brown and De Haas, 2012;
Claessens and van Horen, 2014). The more exposedndry’s banks are, the greater the
transmission of shocks from one country to the nhextluding changes in financial
dollarization (Cocozza and Piselli, 2010; De Haad @an Horen, 2012). However, we
do not use data on bank penetration between péiceuntries because they are not
readily available. Instead, we use a measure ofldggee of a country’s foreign bank
penetration, without considering the country ofgoriof the penetrating bank. For this
reason, we build the weights according to this aeaas follows. For country denote as
wir the weighting matrix and agenetration the degree of country’s foreign bank

penetration. Then, for each time pertpthe banking-based matrix is of the form

penetration

Wiit = .
Jjt n :
-1 penetration,

This weighting matrix assumes that for a counjrthe transmission of FD depends on
the degree of bank penetration of every neighbocmgntry in the region. That is, the
more the region is penetrated by foreign banksgtieater the degree of transmission to

each of the countries in the region. We believe iki a very plausible assumption,



especially when countries share foreign ownerslyipnbernational banks. Finally, it is

worth noting that by construction both weightingtritegs have the following properties:

n
EWU = 1, Vi ;tj,
j=1

and

Wi = 0.

Covariates — To gauge the relevance of regionactffin FD we include in the
regression analysis a set of explanatory variabidsn a vectorX. These are a host of
economic and financial variables associated witleroeconomic conditions, regulatory
requirements and bank-specific factors, having bieemd by the extant literature to
influence the shares of deposit and loan dollaoratsources include the IFS, AREAR
and the WDI). Macroeconomic variables includel{g tates of inflation and depreciation
as these variables by changing the value of theedtiencurrency can change the value,
and attractiveness, of foreign currency deposit$ laans (see Savastano 1996; Arteta
2005); (i) the minimum variance portfolio (MVP) lier share which captures
movements in the second moments of inflation netatd that of real depreciation (lze
and Levy-Yeyati 2003); and (iii) indicators of fimaal and trade openness that make the
domestic economy more accessible to the rest ofmbidd (Luca and Petrova 2008;
Honig 2009; Neanidis and Savva 2089Fontrols for the regulatory and institutional
environment include a set of three dummy variab{@sa dummy that proxies for
restrictions on holding deposits (loans) in foregnrency (Arteta, 2005); (ii) a dummy
associated with a country’s European Union (EU) iadion process (Neanidis, 2010);
and (iii) a dummy that controls for periods and rtiies that experience high shares of
DD and LD (Neanidis and Savva, 2009) as an indicafttime and country persistence in
foreign currency holdings. Bank-specific variahleslude (i) differences in interest rates
between the local and foreign currencies for bo#podits and loans as a way of

capturing the financial cost (benefit) of borrowi(gaving) in either currency (Neanidis

®> Note that we add directly as control variables snees of a country’sggregatetrade and financial
openness. This is in addition to the measures lafdoal trade and foreign bank penetration we use a
instruments. This inclusion allows avoiding omitteatiables bias in the regression and, at the dames
allows capturing the exogenous component of thieuiments in the IV regression.



and Savva, 2009; Basso et al., 2011); and (ii) am&t foreign assets which represent an
alternative to bank holdings of LD, so that higimet foreign assets limit the need of
banks for foreign currency lending. Finally, welude the share of DD as control in the
regression of LD because it has been found thatsbkmd more in foreign currency as
they receive more foreign currency deposits in féorteto limit their exchange rate risk
(Luca and Petrova, 2008; Neanidis and Savva, 2009¢. summary statistics of all

variables are displayed in Table 1.

3. Econometric model

The main goal of this paper is to identify spikkoveffects of financial
dollarization at the country level. Hence, the maurestion of interest is whether and to
which extent the level of financial dollarizatiom $ome country depends on that in other
countries. An important econometric issue in evithgacross-country spillover effects is
cross-sectional interdependence, where observatiomse country are dependent on
observations in other countries. To address thablpm, we make use of spatial
econometric methods designed to tackle spatial ribpece. These methods, originally
developed in geographical statistics, have beesnthcgaining ground in economics and
have been used to identify interaction betweererbfit locations. Examples include the
empirical analysis of economic growth (Conley andoh, 2002; Lopez-Bazo et al.,
2014), regional development (Sanso-Navarro et24l16), corruption (Becker et al.,
2009), international R&D (Coe et al., 2009), mititaconflict (Konig et al., 2017), FDIs
(Lin and Kwan, 2017), and fiscal consolidationsgRasyan, 2017).

Spatial econometric methods for data with crossis®al dependence require
modelling the channel(s) of interdependence. Otiserwthe estimation is subject to a
simultaneity or reflection problem, a common chadje in the estimation of network
externalities (Manski, 1993). In this class of misddt is usually difficult to separate
contextual effects, i.e., the effects of the exagesncharacteristics of a country’s peers on
a country’s own outcome. Ignoring this problem geelinconsistent estimates of the
spillover parameters. In our model, we tackle thabjem with an instrumental variable
strategy where we assume that interdependencdaigdeto trade and financial links

amongst countries. Doing so, our estimation elineigdhe problem of correlated effects.
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Regression specification — We employ a specificatdhere the variation in financial

dollarization over time is driven by the realizatiof group- and time-specific shocks,
amplified by the endogenous response of the gbh, in turn, hinges on the network
structure. The normal practice in the spatial ecoetoics literature is to represent the
network structure between group members bynaxn n matrix W that has been row-
normalized so each row sums to 1. Before showirgy rdbgression equation far
countries, let’s first consider a two-country exap
FDit = a; + B1FDye + v Xqe + €16
FDy = ay + B2FDyy + v Xar + &3¢
This system of equations implies a simultaneoua daherating process, where the value
of FD in country 1 depends on the value of FD inrtoy 2, and vice versa. Expanding
this to n countries, gives rise ta{ — n) cross-country relations which leads to over-
parameterization. To solve this issue, the spa@nometrics literature proposes a
parsimonious relationship between cross-countryefasions in the form of a spatial
autoregressive process:
n
FDi;=a;+ 2 weight ;e FDjr + Xjpy + €, (D
j=1
whereq; is an unobservable time-invariant country-speahifter (i.e., a country-fixed
effect), X;, is a vector of observable shocks with coefficienfse., the covariates), and
g IS an i.i.d., zero-mean unobservable shock. The ¥, weight;, FD;, is the spatial
lag for countryi, representing the linear combination of valuethefdependent variable
constructed from observations of the othepuntries. As described in the data section,
the weights are greater for those countries thiaibéhigher levels of FD in each period.
The coefficienif is the spatial lag coefficient, which measuresdinection and intensity
of cross-country dependence. Under the assumptianyf_, weight;;; = 1, it has the
property that|g| <1 (see Kelejian and Prucha, 2007). If the spatigl daefficient is
insignificant, it would imply that the data genéngt process follows the conventional
panel data structure, with independent observatangss countries. Alternatively, if the

spatial lag coefficient is significant, it would joly spatial dependence and the existence
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of cross-country spillover$.Estimating equation (1) with standard panel datsSO

techniques can lead to inconsistent estimates beaafuthe correlation of the spatial lag
variable with the error term. For this reason, wl on a panel IV spatial regression
model.

Instrumental variables — In most economics appbaat that involve interdependence

due to geography and space, researchers includehdenels of interaction across
countries directly into equation (1) in the formtbe spatial lag variable. In this way,
they test for each potential transmission mecharmam at a time in isolation from all
others — be it adjacency, distance or any othersgée link — to proxy for the intensity of
interactions. By doing so, they also assume thelh @avanced mechanism satisfies the
exogeneity restriction so that the regression duoats suffer from simultaneity bias.
Recent advancements in spatial econometric techsjquowever, allow testing for all
possible channels within one regression speciioatby using these channels as
instruments in an instrumental variable regresslonthis way, they can also test for
exogeneity rather than assuming it away (see famge Konig et al., 2017). Prompted
by this recent literature, we also opt for an Iireation of equation (1).

The weight matrix based on bilateral trade flowg| [and the weight matrix based

on foreign bank penetratiomi;] parameterize the structure of spatial dependenoess

. . tradej;
the n regions. Formally, our instruments are;,q4cir = }’zlnm—e”
’ ijltradeij

FD;, and

n penetration

FDyenetration,ic = J=157 penctration; FDj., whereFDj denotes the level of FD in country

j. By using these instruments, we accept the tradefimancial scope of the spillover
mechanisms as identification conditions. Identtima, in turn, requires the instruments
to satisfy the conditions of relevance and exodggndRelevance is satisfied when
bilateral trade and foreign bank penetration areretated with regional financial

dollarization. We have explained in the previoustisa why this is expected to be the

case and we document below that this is so in #ta. dn addition, exogeneity requires

® We follow Becker et al. (2009) and Kénig et al012) in simplifying the model by assuming that the
error term does not also follow a spatial proc&ge. simply compute heteroskedasticity robust stahdar
errors by means of a heteroskedasticity- and d$patitocorrelation-consistent (HAC) estimator of the
variance—covariance matrix.

12



that our instruments are not correlated with FIzoantryi after controlling for regional
FD and all other second-stage regressors. In etbeds, both instruments must satisfy
the exclusion restriction that trade and foreignkopenetration in neighboring countries
have no direct effect on countris FD, other than their effect via regional FD. We
believe that variables such as trade or foreigrk lpgmetration should not have an effect
on local FD other than through neighboring coustrieD. Consider for instance the
foreign bank penetration of neighbors. A greatgrosxire of the neighbors’ banks to the
international banking system gives them greateesxdo foreign currency borrowing
and lending that can more easily spread acrossel®rdn this way, foreign bank
penetration decreases the cost of cross-countapdial spillovers, a channel consistent
with earlier studies (e.g., Brown et al. 2014).

To further alleviate the concern that our instratsanay not satisfy the exclusion
restrictions, we control in the second stage resjpesfor both country's trade openness
and foreign bank penetration. For instance, one asgyme that both trade and foreign
bank penetration in countiyare correlated with those in counjryBy including these
two variables as non-excluded instruments in cquirgr FD regression, their values in

countryj represent a valid instrument fiés FD.

Spatial correlation — It is very likely that FD Jdteral trade and foreign bank penetration
are all clustered in space. For this reason, itigortant to correct standard errors to
account for spatial dependence in the data. Fatigwhe lead of recent studies from
various literatures that use such techniques (Bustoal., 2016; Berman et al., 2017,
Kdnig et al., 2017), we estimate standard errots wispatial HAC correction allowing

for both cross-sectional spatial correlation anchtmn-specific serial correlation, first

developed by Conley (1999). In the time dimensme, impose no constraint on the
temporal decay for the Newey-West/Bartlett kerhelt weights serial correlation across
time. This means that observations within the spa#dius can be correlated over time
without any decay pattern. In the spatial dimensiwea retain a radius of 1606km for the
spatial kernel, corresponding to the average iatedistance in our sample of countries

according to the CEPII geodist dataset. More spadlj, the weights in the covariance

13



matrix are assumed to decay linearly with the distafrom the central point of country
reaching zero after 1606km.

A challenge with this error-correction techniques ito test for the
underidentification and weak identification of thexcluded instruments, i.e., the
Kleinbergen and Paap (2006) rk statistic and Wasdafistic. These represent rank tests
of the first-stage VCE matrix that are standardbedi with IV estimators and cluster
robust standard errors. These statistics are valiter general assumptions, and the main
requirement is that the first-stage estimates havevell-defined asymptotic VCE.
Unfortunately, our routine does not produce thesetests statistics, although we do try
to partly compensate for this by reporting theituea in IV regressions that do not
control for spatial HAC correction. On the positisgle, our routine does report the

Hansen J overidentification test.

4. Empirical Analysis
In this section, we present estimates of regiompélosers in financial dollarization,
guantify the magnitude of their effect, and chealustness.

4.1 Baseline results

We start by estimating regression equation (1)allrspecifications we include
country fixed effects to filter out all countrywid#haracteristics affecting local financial
dollarization. In every case, we focus on the doigfiit estimates of interest, i.e., those of
regional deposit and loan dollarization. The est@sa&f all other control variables are not
discussed as they are in line with findings in te&ted literature. Further, and as
discussed in the previous section, all regressommgrol for trade openness and foreign
bank penetration, the latter not shown becauseugi@ut it is not statistically
significant®

Table 2 displays the estimates fofor the two types of regional dollarization.
Columns (1) and (2) are based on an OLS speciicathn increase in the region’s DD

" Given that the distance decay parameter cannatstimated and has to be fixed, later we explore
robustness to alternative spatial and temporalgiern

8 The variable trade openness includes for eachtopim the sample both the size of regional bilaker
trade, the weights of which are used in the creadibone of our instruments, and non-regional traith

the rest of the world.
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and LD is associated with a higher domestic DD BBd with the coefficient estimates
significant at the 1 percent level. Using the sa@ebnique, but correcting the estimations
for standard errors under the assumption of spatdl within-group correlation, gives
rise to columns (3) and (4). Although coefficiestimates remain the same, the precision
by which they are estimated increases as illugirdig the lower standard errors.
Moreover, since the OLS estimates are subject teralogeneity bias, in the remaining
columns we run a set of IV regressions. Columnsa(i) (6) replicate the specifications
of columns (1) and (2) in a 2SLS setup using thatdyial trade and foreign bank
penetration of each country’s neighbors as excludsmuments. Here, we shut down all
spatial correlation and simply cluster standare@rsrat the country level. The estimated
coefficients of regional DD and LD continue to bespive and statistically significant at
the 1 percent level, with their magnitudes now ewva&s large as that under the OLS
estimations. Turning on the control for spatialretation in the error term, columns (7)
and (8) indicate even higher coefficient estimdtgsregional FD, both estimated with
greater precision. In general, the larger effeetorded with 2SLS imply a downward
bias in our OLS estimates, suggesting the impoetasfcconsidering the presence of
reflection effects.

The associated first-stage regressions are reportdte corresponding columns
at the lower panel of Table 2, where, for presémtat purposes, only the coefficients of
the excluded instruments are displayed. If our tifieation strategy is correct, then
regional spillovers in FD should be increasing witle trade and banking linkages of
each country with the region. It is therefore reasg that both bilateral trade within the
region and foreign bank penetration in the regiameha positive effect on regional FD
(the latter more so than the former). The firsgetaesults demonstrate that our set of
instruments is indeed capable of explaining a ldrgetion of the variation in regional
FD, in excess of 60 percent. Also, in regressidsafd (6) the large F-tests suggest no
weak instrument problem, while the Kleibergen aad@?(2006) LM-tests reject the null
hypotheses of underidentification of the excludedtruments. Finally, the null
hypothesis of the Hansen J test is not rejectehinlV specification, indicating that the
overidentification restrictions are valid. In whiatilows below, the last two columns

represent our preferred specification and willlioe basis of our robustness checks.
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The spillover coefficients of interest are quaniiely large given that by
construction they have an upper bound of 1. To tifiyatineir importance, consider the
estimates in our preferred specification. For DDgree standard deviation increase in
regional DD from its mean translates into a 3.teetage point increase in domestic DD
(i.e., 0.805*0.046). Given the sample average sluirdomestic DD of 40 percent,
spillovers represent almost a 10-percentage paintribution to local DD. By the same
calculation, a one standard deviation increasegional LD from its mean translates into
a 4.7 percentage point increase in domestic LD, 0.§32*0.064). This means that the
contribution of regional spillovers to domestic kbDrresponds to 11 percentage points.

How do these effects compare with those from sofrtbeoother controls in the
regressions? Let's consider a policy variable, pinesence of formal restrictions in
holding foreign currency. The coefficient estimatdésthis variable imply that relaxing
such restrictions by a one standard deviation filogir mean leads to an increase in local
deposit dollarization by 1.2 percentage points andocal loan dollarization by 2.8
percentage points respectively. These effects arehnsmaller compared to those of
regional FD. The same is true when quantifying eéffect of another control variable,
international financial integration, which leadsitzreases by 1.8 percentage points in
local DD and 2 percentage points in local LD. Fribnis exercise, therefore, it becomes
clear how important regional spillovers in FD dreth in absolute and in relative terms.
Overall, the instrumental variable approach appeaipport that more intensive trade
and banking linkages across countries augment mabispillovers in financial

dollarization.

4.2 Robustness checks

In this subsection we test the robustness of owelye estimates in three
different dimensions. First, we consider differdetels of cross-sectional spatial
correlation. Second, we add a large number of @ik control variables drawn from
the literature that examines the drivers of FD.rdhive test whether the spillover effects
are heterogeneous across country groupings. Adetisbecks include the standard set of
control variables and instruments considered inld &b while correcting for spatial

correlation.
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Alternative spatial kernels — Recall that followi@gnley (1999 and 2008), our baseline

results estimate standard errors with a spatial HA&@ection allowing for both cross-
sectional spatial correlation and location-specserial correlation. Specifically, we
allow serial correlation to be present for an iiténhorizon across time and a spatial
radius of 1606 kilometers. In this way, the weigintshe covariance matrix are assumed
to decay linearly with the distance from the cdnp@int of a countryi, reaching zero
after 1606km. In this section, we check whethdtasers in regional FD are affected by
assuming alternative spatial kernels.

The choice of the spatial kernels is such thatcamsider the minimum distance
between any pair of countries in our sample (CeottiSlovenia, 117km), the maximum
pairwise distance (Kazakhstan to Slovenia, 4824kand the average minimum
(Moldova, 1170km) and average maximum (Kazakhs&845km) distance of every
country from the rest of the countries in the raegidable 3 reports that regional spillover
coefficients remain statistically significant ateti percent level and are very stable
across both DD and LD when standard errors arenmsssuo be correlated within

different kilometric distances. We find these résuassuring.

Additional controls — An obvious robustness chexkvith regard to the exclusion from

the vector of covariates;, of possibly relevant variables. These are candigatiables
that have appeared in many studies and includex diisaggregation of the EU dummy
into its three distinct stages of the EU admisgorcess—beginning of the EU process,
confirmation of decision to join the EU, and eveitEU membership (Neanidis, 2010);
(i) an index of asymmetry of exchange rate movesméRennhack and Nozaki 2006);
(i) an index of exchange rate intervention to trohfor different exchange rate regimes
(Barajas and Morales 2003); (iv) a dummy for fordvanarket liberalization (Luca and
Petrova, 2008); (v) a dummy for the 1998 Russi@isc(Neanidis and Savva, 2009); (vi)
a measure of institutional quality proxied by cqtian (De Nicolo et al., 2005); and (vii)

the flow of a country’s remittance receipts (Capaasd Neanidis, 20186).

° Details for the definition and construction of atlditional covariates appear in Table A.

17



Results are reported in Table 4A for DD and TadBe for LD. Most of the
additional control variables are statistically sig@ant, and when they are, they are so at
the 1 percent level. Specifically, we find that vetage of the EU admission process
reduces both the shares of deposit and loan dadtasn, providing partial support to
Neanidis (2010). Asymmetric exchange rate movemesdace DD while they have no
effect on LD, implying that only depositors exhikat bias towards local-currency
depreciation. Exchange rate intervention toward aadér peg, on the other hand,
discourages both DD and LD, supporting the ratieribht both depositors and lenders
consider themselves immune to exchange rate fltichgas authorities set an explicit
commitment to defend the peg. Similarly, the preseaf a functional forward market
depresses equally DD and LD in line with the argoiméhat forward market
liberalization allows foreign currency holders tslire against currency risk and hedge
their exposure in the form of forward contractseTRussian crisis does not appear to
have any impact on the size of FD, whereas highsitiutional quality, proxied by the
control of corruption, makes residents having mfaith in the domestic currency and
switch to local-currency deposits and loans. Furttedrroborating the findings in
Capasso and Neanidis (2016), remittance receigtgceethe share of a country’s foreign
currency deposits (although the effect is not stiatilly significant) and raise the share of
foreign currency loans. Finally, the last columnTafbles 4A and 4B limit the sample
period to the post-1996 years to control for thelyeabnormal transition years
experienced by participants in the foreign currentgrket in our sample due to the
uncertainty that surrounded the success of marietted policies?

In terms of our central result, it proves to beustito the inclusion of additional
controls and when limiting the period coverage. o&sr regressions, the coefficients of
regional DD and regional LD are always positive &ighly significant. The coefficients
are also stable, except in columns (6)-(8) wheeeetlis a drop in observations, in some
cases by a large margin. In all cases, the Hanstatistic is above 0.1.

From this exercise we can, therefore, concludettieat is no indication of a bias

from omitted variables in our specifications. Theésea robust cross-border spillover

19 Figure 4 shows that for the early years, regidtizlwas more volatile than latter years. This magfify
the exclusion of the early period to abstract figrars of higher uncertainty.
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effect of FD, after controlling for all plausiblenstitutional, policy and economic

variables.

Heterogeneous effects — In principle, there areymgpes of heterogeneous effects one
may consider. In our case, we explore whether bgéreity is driven by a country’s
level of financial dollarization. This is promptég the findings of Neanidis and Savva
(2009), who show the effects of local-currency e@emtion and monetary expansion on
short-run FD to differ in countries with differeidvels of dollarization. By the same
rationale, it is plausible that the average cogdfit of regional FD masks significant
heterogeneity in the spatial patterns. Put diffgyeit is likely that regional FD exerts a
different marginal impact on domestic FD in corahg of high dollarization compared to
an environment of low-dollarization. There are iedereasons to expect regional
spillovers to have a stronger impact in low-do#tad nations: it might for example be
rational for international banks operating in tlegion to disperse their currency risk by
expanding their portfolio of deposits and loand$areign currency to countries with low
levels of such assets/liabilities. This internadibrebalancing of bank balance sheets, in
turn, would lead to a regional convergence of daédion, where countries with low FD
suffer a greater impact from regional FD compacedauntries with high local FD.

To assess the heterogeneous impact of regionapivers, we use our baseline
specification to which we add an interaction teretween regional FD and a high FD
dummy. Consistent with the literature (see Honol20Q7), the dummy takes up the
value of 1 when a county’s value of DD or LD exceé&d percent. That is, when the
majority of a country’s deposits or loans are inefgn currency. Table 5 displays the
results for both types of financial dollarizatioim. columns (1) and (4), regional FD
continuous to exert a positive spillover effect hoth deposits and loans, with the
coefficient of the interaction being negative atatistically significant. This means that
in high-dollarized countries, the magnitude of spdlover effect is smaller compared to
that of low-dollarized countries. Estimating thegnéude of the effect, as we did for our
baseline findings, reveals that a one standardatlewiincrease in regional DD translates
into a 5.1 percentage point increase in domestic iDOow-dollarized economies

compared to a 3.2 percentage point increase indugarized countries. Similarly, a one
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standard deviation increase in regional LD has sens@eable effect on low-dollarized
countries, 8.1 percentage point increase in lo&lcbmpared to 2.7 percentage point
increase for high-dollarized countries.

We further confirm these findings by running resgiens where we restrict the
country sample to those observations for which BDeither below or above the 50
percent cut-off threshold. Columns (2) and (3) camthat indeed the impact of regional
DD is much higher in low-dollarized environmentfieTsame is true in columns (5) and
(6) that explore the impact of regional LD. Obvilpishese regressions test regional FD
spillovers only within countries that belong to gps that share similar dollarization
experiences, either low or high dollarization. Utdoately, the test cannot offer an
indication of cross-country spillovers running fronigh-dollarized to low-dollarized
countries or vice-versa. This analysis would regjardifferent estimation methodology,
one that examines the presence of pure and shtagion, a task we undertake in a
companion paper, Neanidis and Savva (2015).

We conclude this section by reporting that we dedgong heterogeneous effects
in cross-country FD spillovers, owing to countriésvels of dollarization. Although all
countries experience higher domestic dollarizatiae to regional spillovers, the effects
are particularly pronounced in countries with l@vels of financial dollarization. Thus,
countries where deposits and loans are dominatetthdoyocal currency are exposed to
greater FD spillovers from the other countrieshia tegion.

5. Conclusions

A long literature has established the main deteamts of financial dollarization.
In this way, it has provided policymakers with gamde on how to best tackle this
important issue. A common thread of this literatim@wever, is that it implicitly assumes
that financial dollarization is due to country-siieccharacteristics and, therefore, is
independent across countries. This paper is tise ditempt to test this assumption and
examine cross-country spillovers in financial dodation in a geographic region with a
prolonged and diverse experience of this phenomenon

We use an empirical model that allows for spatitdats and tackles a reflection

problem through an instrumental variable strate@yr results support the presence of
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regional spillovers in financial dollarization, wieedissemination across countries occurs
via bilateral trade and foreign bank penetratioanciels. According to our estimates,
regional spillovers contribute by 4-5 percentageéngsoto the average local level of
financial dollarization observed in transition ctigs over 1993-2009. We perform
numerous sensitivity tests and show that the result robust to a variety of alternative
specifications. We further show that spillover effeare heterogeneous across countries
with the greater impact identified for economiesttlexhibit low levels of financial
dollarization, a contribution of up to 8 percentagents.

Our findings have important policy implicationshély suggest that countries in
the same region are well served to work togetheerioourage policies that jointly
address the size of financial dollarization. Dogmonly at the individual country level,
would neglect the fact that financial dollarizatiorosses country lines. Therefore, a
coordinated regional strategy that takes into actthese spatial spillovers is likely to be
more successful in controlling this phenomenon thatrategy that views a country as in

isolation from its neighbors.
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Table A: Variable Definitions and Sour ces

Variable

Definition [sour ce)

Dependent variables

Deposit dollarization (DD)

Loan dollarization (LD)

Control variables

Regional financial dollarization

High DD dummy
High LD dummy
Net foreign assets

Restrictions

MVP dollar share

Inflation
Depreciation

Interest rate difference
Index of international financial

integration

Trade openness
EU dummy

Instruments

Bilateral trade

Foreign currency denoated deposits to total deposits of residents Imetdsident
banks [IMF, International Financial Statistics (Jf®1d National Central Banks
(NCB)]

Foreign currency denomirthteedit to total credits of residents issued Isydent
banks [IFS and NCB]

Sum of deposit@an dollarization of all other countries locatedhe region
weighted by the relative size of dollarization &ach of the countries for the
number of observations available in each time pdiaithor’'s calculation]

Dummy variable that takes the valti@ & deposit dollarization exceeds 50 percent
and 0 otherwise [Author’s calculation]

Dummy variable that takes the valfi@ @ loan dollarization exceeds 50 percent
and 0 otherwise [Author’s calculation]

The ratio of commercial banks' ether depository corporations’ foreign assets
minus external liabilities to total domestic dep®$iFS and NCB]

Dummy variable that takes the value of 1 when tlageerestrictions on residents
holdings of onshore foreign currency deposits (amd 0 otherwise [AREAR,
IMF]

[Var(Inflation)+Cov(Inflatiomy(Real exchange rate))]/[Var(Inflation)+Va(Real
exchange rate)ACov(Inflation, D(Real exchange rate))] as conseddty Ize and
Levy-Yeyati (2003). Following Basso et al. (2014 compute MVP based on all
historical information up to the observation pd#utthor’s calculation]

Logarithmic difference of the Consumeiderindex [IFS]

Logarithmic difference of the nomioéicial exchange rate (national
currency/USD) [IFS]

Deposit and loan interatst differences (local currency — foreign curréfi§0
[IFS and NCB]J. No data availability of loan intetreates for Turkey
Volume-based measure of international financiagration as constructed by Lane
and Milesi-Ferretti (2007): (total external assetstal external liabilities) / GDP
[updated and extended version of the External WexdINations Mark Il database
developed by Lane and Milesi-Ferretti (2007)]

The ratio of trade to GDP [WDI]

Dummy variable that takes the value ofidird) the dates of (i) the beginning of the
EU accession negotiations, (ii) the end of the tiation process, and (iii) after full
membership to the EU, and 0 otherwise. See beloddtails on each of these
periods and the countries involved [Author’s cadtiain]

Sum of deposit or loan dollarizatad all other countries located in the region
weighted by the average bilateral goods trade flimwvall pairs of countries
between 1993 and 2010. For total triffe, trade;; of countryi with the rest of

the countries in the region and bilateral trémede;; with countryj, averaging

across all time periodsthe index becomes
n trade;;j

FD it = Lj=151 irade
trade,it Jj=1 Y, trade;;

jt
where FD represents either DD or LD [annual datthernvalue of merchandise
exports and imports between each country andsaitatling partners is from the
IMF Direction of Trade Statistics (DOTS) database]




Foreign bank penetration

Robustness variables

Start of EU accession process

Decision to join EU

EU membership

Dummy for forward market
liberalization

Sum of deposit or lodladpation of all other countries located in thegion
weighted by the average share of a country’s farbank penetration to the total
penetration of the region between 1994 and 2010aggregate regional foreign
bank penetratioﬁj}‘:1 penetrationjt at period and penetratiopenetration
of countryj at timet, the index becomes

n

penetration

ED tration,it — - it
penetration,i ?=1 penetratlonjt jt

where FD represents either DD or LD [annual datéooeign ownership, defined
as banks with assets of foreign ownership > 50%fram the European Bank for
Reconstruction and Development (EBRD) Banking Sgirve

Dummy variablettias the value of 1 during the dates of the beéginof the
EU accession negotiations and before the end afebetiation process and 0
otherwise. The beginning of negotiations startedlanch 1998 for the Czech Rep.,
Estonia, Hungary, Latvia, Lithuania, Poland, Slo®dp., and Slovenia; on
December 1999 for Bulgaria; on October 2005 fork&yr
[http://europa.eu/abc/history]

Dummy variable that takes tladue of 1 during the dates decided by the EU for
negotiating countries to join the EU and beforé W membership and 0
otherwise. The negotiations ended on December #0GRBe Czech Rep., Estonia,
Hungary, Latvia, Lithuania, Poland, Slovak Repd &tovenia; on April 2005 for
Bulgaria [http://europa.eu/abc/history]

Dummy variable that takes the vafueadter full membership to the EU and O
otherwise. Full membership started on May 2004HerCzech Rep., Estonia,
Hungary, Latvia, Lithuania, Poland, Slovak Repd &tovenia; on January 2007 for
Bulgaria [http://europa.eu/abc/history]

Dummy variable that takes the value of 1 if thetists a functional forward market
and 0 otherwise [Luca and Petrova (2007) and ARBRAE]

Index of asymmetry of exchangdndex of asymmetry of exchange rate movements asteeted by Rennhack and

rate movements

Index of exchange rate
intervention

Corruption
Russian crisis

Remittances

Nozaki (2006): assigning a value of 0 in monthswfency appreciation and 1 in
months of currency depreciation [Author’s calcudati
Indicator of exchange rate intervention as congtdiby Barajas and Morales
(2003): Aint_res/M2§/ ((First Difference(Exchange Rate)/ Exchange Rate)
(Aint_res/M2¥) [Author’s calculation drawn from IFS]

Inverse of corruption perception inge&xying for the control or absence of
corruption [Transparency International]

Dummy variable that takes the vafueduring August—December 1998 and 0
otherwise

Logarithm of remittances, in milliofidJ& dollars [Author’s calculation]
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Figure 3: Loan Dollarization
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Table1l: Summary Statistics

Variable Mean Std Deviation Min M ax Obs
Dependent Variables

Deposit dollarization (DD) 0.399 0.181 0.071 0.930 3609
Loan dollarization (LD) 0.420 0.230 0.034 0.930 321
Control Variables

Regional deposit dollarization 0.479 0.046 0.324 0.564 3609
Regional loan dollarization 0.531 0.064 0.249 0.630 3210
High DD dummy 0.292 0.455 0 1 3609
High LD dummy 0.386 0.486 0 1 3210
Net foreign assets -0.022 0.273 -1.65 0.790 3210
Restrictions 0.605 0.488 0 1 3609
MVP dollar share 0.300 0.211 -0.121 1.09 3609
Inflation 0.011 0.031 -0.056 1.23 3609
Depreciation 0.005 0.046 -0.252 1.03 3609
Interest rate difference on deposits 0.084 0.207 18D 3.23 3609
Interest rate difference on loans 0.107 0.304 3.20 8.15 3210
Index of international financial integration 1.20 580 0.332 4.39 3609
Trade openness 0.966 0.321 0.387 1.74 3609
EU dummy 0.374 0.484 0 1 3609
Instruments for DD

Bilateral trade 0.299 0.082 0.075 0.489 3609
Foreign bank penetration 0.348 0.046 0.087 0.438 0936
Instrumentsfor LD

Bilateral trade 0.324 0.103 0.020 0.611 3210
Foreign bank penetration 0.383 0.086 0.031 0.489 1032

Notes: For definitions and sources see Appendix Table A.



Table 2: Baselineregressions

Estimator — Pooled OLS Spatial HAC OL S 1\ Spatial HAC IV
. DD LD DD LD DD LD DD LD
—
Pependent variable &) @ ) @ ©) ©) @ ®)
Regional DD 0.287** 0.287** 0.563*** 0.805***
(0.037) (0.016) (0.195) (0.026)
Regional LD 0.304%* 0.304%* 0.646*** 0.732%**
(0.030) (0.017) (0.184) (0.019)
DD 0.059*** 0.059*** 0.020 0.012
(0.015) (0.012) (0.113) (0.012)
Net foreign assets -0.048*** -0.048*** -0.037 -0.048***
(0.007) (0.006) (0.038) (0.006)
High LD dummy 0.354%+* 0.354%*+ 0.351 % 0.353*+*
(0.005) (0.006) (0.046) (0.007)
High DD dummy 0.287*** 0.287*** 0.271%** 0.277**
(0.004) (0.004) (0.033) (0.004)
Restrictions -0.022%** -0.004 -0.022%** -0.004* -0.020 0.001 -0.025%** -0.014***
(0.004) (0.004) (0.002) (0.002) (0.021) (0.022) (0.003) (0.002)
MVP dollar share 0.184*** 0.277** 0.184%*** 0.277** 0.156*** 0.264*** 0.182%** 0.286***
(0.008) (0.009) (0.008) (0.008) (0.057) (0.063) (0.007) (0.008)
Inflation 0.168** 0.054 0.168*** 0.054*** 0.191* 0.182** 0.237*** -0.036***
(0.065) (0.064) (0.008) (0.013) (0.110) (0.081) (0.010) (0.017)
Depreciation 0.070* 0.010 0.070*** 0.010*** 0.074** -0.089 -0.055%** 0.105***
(0.036) (0.056) (0.003) (0.004) (0.032) (0.060) (0.003) (0.007)
Interest rate difference -0.006 0.018** -0.006** 0.018*** -0.010 0.021 0.009*** 0.037***
(0.011) (0.007) (0.003) (0.002) (0.033) (0.014) (0.003) (0.002)
International financial integration 0.035%** 0.047*** 0.035*** 0.047*** 0.027 0.025 0.034*** 0.038***
(0.003) (0.005) (0.002) (0.003) (0.026) (0.020) (0.003) (0.003)
Trade openness -0.060*** 0.024*** -0.060*** 0.024*** -0.059 -0.031 -0.057*%** 0.033***
(0.006) (0.007) (0.003) (0.004) (0.043) (0.030) (0.003) (0.004)
EU dummy -0.077*%+* -0.046*** -0.077*** -0.046*** -0.085*** -0.079*** -0.095*** -0.073***
(0.004) (0.005) (0.002) (0.002) (0.024) (0.028) (0.002) (0.002)
Countries / Obs 23 /3609 22 /3210 23 /3609 22 /3210 23 /3609 22 /3210 23 /3609 22 /3210
R-square (centered) 0.729 0.794 n.a. n.a. 0.722 0.772 n.a. n.a.
LM test (p-value) n.a. n.a. n.a. n.a. 0.000 0.000 n.a. n.a.
F test n.a. n.a. n.a. n.a. 246.2 220.3 n.a. n.a.
Hansen J-test (p-value) n.a. n.a. n.a. n.a. 0.243 0.021 0.320 0.313

First-stage results

Dependent variable —

Bilateral trade

Regional DD Regional LD Regional DD Regional LD

0.267**
(0.031)

0.142%+
(0.022)

0.267++
(0.002)

0.142%+
(0.003)



Foreign bank penetration 0.438*** 0.458*** 0.438*** 0.458***

(0.041) (0.040) (0.004) (0.003)
R-square (centered) 0.626 0.731 n.a. n.a.
F test 218.5 220.3 n.a. n.a.

Notes. Dependent variables are deposit dollarization @Bd loan dollarization (LD). Standard errors argnthesedased on robust standard errors adjusted for lsbtlasticity and serial
correlation. Constant term not reported. Instruméntariables are in bold type. Regressions (1pé&ed on pooled OLS, (3)-(4) based on pooled Olf&cied for cross-sectional spatial
dependence and panel-specific serial correlat®r(6) based on two-step efficient GMM estimatidastered by country, and (7)-(8) based on two-sffipient GMM estimation corrected
for cross-sectional spatial dependence and paeeifgpserial correlation. The LM test p-value msféo the LM Kleibergen and Paap (2006) rk statjstihich is a generalization to non-iid
errors of the LM version of Anderson canonical etations likelihood ratio test, with null hypotheshat the first-stage regression is underidentifiéhe F-test refers to the Kleibergen and
Paap (2006) rk Wald F-statistic, which tests wesdntification of the excluded instruments. The rylpothesis is that the first-stage regressiondakly identified. The Hansen J-test p-
value refers to the overidentification test ofiafitruments, with null hypothesis that instrumearts uncorrelated with the error term. The lowergbaaports the coefficient estimates of the
excluded instruments from the first-stage regressidhe null hypothesis of the F-test in the fatstge regressions is that the coefficients on tbkided instruments equal zero. ***, ** *

denote significance at the 1%, 5%, 10% level, rethpsly.



Table 3. Alternative spatial kernels

Estimator — Spatial HAC 1V
Spatial threshold — 117km 1170km 3845km 4824km 117km 1170km 3845km 4824km
_ DD DD DD DD LD LD LD LD

Dependent variable — (1) e 3) (4) (5) (6) (7) (8)
Regional DD 0.768*** 0.804*** 0.807*** 0.807***

(0.086) (0.030) (0.017) (0.015)
Regional LD 0.732%** 0.732%%* 0.732%** 0.732%**

(0.070) (0.022) (0.012) (0.011)

Additional controls YES YES YES YES YES YES YES YES
Countries / Obs 23/ 3609 23 /3609 23 /3609 23 /3609 22 /3210 22 /3210 22 /3210 22 /3210
Hansen J-test (p-value) 0.359 0.322 0.318 0.318 0.268 0.312 0.316 0.316

Notes: Dependent variables are deposit dollarizationYBEd loan dollarization (LD). Constant term andtfistage regression results not reported. Insintgdevariables are in bold type. All
regressions based on two-step efficient GMM estonatorrected for cross-sectional spatial depeneleartd panel-specific serial correlation. The Hand¢est p-value refers to the
overidentification test of all instruments, withlinoypothesis that instruments are uncorrelated wie error term. ***, ** * denote significance tte 1%, 5%, 10% level, respectively.



Table 4A: Additional controls

Dependent variable — DD DD DD DD DD DD DD DD
1) (@) 3) (4) 5 (6) () (8)

Regional DD 0.817***  0.809***  0.685*** 0.804*** 0.806*** 0.647*** 0.974*** 0.898***

(0.028)  (0.025) (0.024) (0.025) (0.025) (0.022) (0.041) (0.045)
Start of EU accession process -0.096***

(0.002)
Decision to join EU -0.110%**

(0.002)
European Union membership -0.086***

(0.003)
Asymmetry of exchange rate moveme -0.005%**

(0.001)
Exchange rate intervention -0.062%**
(0.003)
Forward market liberalization -0.039%**
(0.002)
Russian crisis -0.002
(0.002)
Corruption -0.017%**
(0.001)
Remittances -0.001
(0.001)

Additional controls YES YES YES YES YES YES YES YES
Countries / Obs 23/3609 23/3609 23/3548 23 /3474 23 /3609 20/ 2856 15/1535 23 /3324
Hansen J-test (p-value) 0.321 0.320 0.322 0.326 0.320 0.316 0.315 0.318

Notes. Dependent variables are deposit dollarization Y@id loan dollarization (LD). Constant term angtfstage regression results not reported. Instntedevariables are in
bold type. All regressions based on two-step &ffitiGMM estimation corrected for cross-sectionaltish dependence and panel-specific serial coroelalThe Hansen J-test p-
value refers to the overidentification test ofiatruments, with null hypothesis that instrumearts uncorrelated with the error term. ***, ** * date significance at the 1%,

5%, 10% level, respectively.



Table4B: Additional controls

Dependent variable — LD LD LD LD LD LD LD LD
1) (@) ) (4) (5 (6) (7) 8

Regional LD 0.724***  0.744***  0.738*** 0.767*** 0.735*%** 0.846*** 0.333*** 0.703***

(0.018)  (0.018) (0.018) (0.016) (0.020) (0.090) (0.029) (0.024)
Start of EU accession process -0.087***

(0.002)
Decision to join EU -0.037***

(0.003)
European Union membership -0.039***

(0.002)
Asymmetry of exchange rate moveme 0.002

(0.002)
Exchange rate intervention -0.037***
(0.002)
Forward market liberalization -0.017***
(0.003)
Russian crisis -0.002
(0.002)
Corruption -0.008***
(0.003)
Remittances 0.004***
(0.001)

Additional controls YES YES YES YES YES YES YES YES
Countries / Obs 22/3210 22/3210 22/3185 22 /3088 22 /3210 19/ 2495 14 /1263 22 /3018
Hansen J-test (p-value) 0.314 0.313 0.314 0.314 0.314 0.315 0.317 0.314

Notes. Dependent variables are deposit dollarization Y@id loan dollarization (LD). Constant term angtfstage regression results not reported. Instntedevariables are in
bold type. All regressions based on two-step &ffitiGMM estimation corrected for cross-sectionattigh dependence and panel-specific serial coroelaThe Hansen J-test p-
value refers to the overidentification test ofiatruments, with null hypothesis that instrumearts uncorrelated with the error term. ***, ** * date significance at the 1%,
5%, 10% level, respectively.



Table5: Marginal effects and sub-sample estimates
Sample — Interaction HighDD  Low DD Interaction  High LD Low LD
Dependent variable — DD DD DD LD LD LD
1) (2 3 4 ® (6)
Regional DD 0.907***  0.375*** 1.01%**
(0.025) (0.063) (0.026)
Regional LD 0.852*** 0.176*** 0.854***
(0.016) (0.070) (0.013)
Regional DD * High DD dummy -0.443%**
(0.078)
Regional LD * High LD dummy -0.871%**
(0.039)
Additional controls YES YES YES YES YES YES
Countries / Obs 23 /3609 13/1056 21/2553 22 /3210 14 /1239 2211971
Hansen J-test (p-value) 0.608 0.985 0.318 0.601 0.314 0.313

Notes: Dependent variables are deposit dollarization Y@Bd loan dollarization (LD). Constant term andstfstage regression results not reported.
Instrumented variables are in bold type. All regireiss based on two-step efficient GMM estimatiorrected for cross-sectional spatial dependence and
panel-specific serial correlation. The Hansen tlgieglue refers to the overidentification testatifinstruments, with null hypothesis that instruntseare
uncorrelated with the error term. ***, ** * denotggnificance at the 1%, 5%, 10% level, respedfivel



