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Abstract


This paper surveys the main theoretical and empirical literature on emerging stock markets, in order to identify the key microstructure elements and policy issues that relate to the development of stock markets in developing countries. Some findings from research on developed stock markets are used to provide a contrast, where necessary. After exploring issues relating to market efficiency, the paper focuses on the main microstructure issues such as trading systems and their performance, costs of trading, volatility and liquidity. Specific policy issues are explored by examining the relationship between stock markets and the macroeconomic policy framework.  The paper concludes by putting forward some promising research ideas.

JEL Classification No:
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1. Introduction
Lack of access to long-term finance is arguably a major impediment to sustainable investment and economic growth in developing countries. This argument derives from theoretical and empirical studies which not only show a positive relationship between long-term credit and economic growth, but also suggest that long-term credit is associated with higher productivity, investment and growth (see Caprio and Demirgüç-Kunt, 1998; Boyd and Smith, 1997; Levine and Zervos, 1996).

For almost half-a-century now, a lot of effort has been expended to enhance access by developing countries to long term finance through development finance institutions (DFIs). However, there are indications that the role of DFIs in facilitating access to long term credit has diminished over the years (see Murinde and Kariisa-Kasa, 1997; Caprio and Demirgüç-Kunt, 1998).
 It is against this background that attention has turned to setting up and revitalizing stock markets in developing countries, often with the assistance of the World Bank and International Finance Corporation (IFC). The revitalization of these markets has also been motivated by the growing need to promote the role of the private sector in stimulating growth (Khambata, 2000). In addition, the markets are expected to enhance international risk sharing through global diversification, improve resource allocation, and generate large steady state welfare gains (Kim and Singal, 2000).

Emerging stock markets (ESMs)
 now exist in about 70 developing countries. These markets share about 12% of the global stock market capitalization and value traded and over 50% of number of listed companies. Performance indicators show a growing competition between the emerging and developed market, where for example the size of the market measured by the ratio of the market capitalization to GDP, show some emerging markets are larger than the developed markets (Appendix Table 1).
 These results indicate growth in opportunities to raise capital through the stock markets in developing economies and enhanced ability to diversify risk (Bonser-Neal and Dewenter, 1999). Similarly, market liquidity measured by the ratio of value traded to market capitalization, indicate that some emerging markets are more liquid than the developed markets, an indication of a gained momentum in the development process (see Appendix Table 1). Emerging markets also show increased stock prices, which could be attributed to increased demand (see Kim and Singal, 2000). However, following the Mexican and Asian crises, these trends have raised concern as to whether such increases reflect existence of rational speculative bubbles. Chan et al. (1998) survey six Asian markets (Hong Kong, Japan, Korea, Malaysia, Thailand and Taiwan) and find no evidence of rational speculative bubbles, while Aitken (1998) admits a herd-like behavior of foreign investors.

The revitalisation process is characterised by a growing shift from periodic to continuous systems, automation of various services, reduced restrictions on foreign investment, improved settlement and clearance procedures, and strengthening of the legal and regulatory systems. The process is aimed at strengthening the institutional set up, thus create investors’ confidence and enhance competitive trading. Indeed, Röell (1992) and Khambata (2000) note that tight disclosure requirements and competitive auditing and accounting standards create confidence among investors to commit their resources to the emerging stock markets. Demirgüç-Kunt and Levine (1996) also observe that economies with strong information disclosure laws, internationally accepted accounting standards and unrestricted international capital flows tend to have larger and more liquid markets. In comparative terms, while the developed markets with well-established institutions are characterised as having high level of liquidity and trading activity, substantial market depth and low information asymmetry, the emerging market are said to exhibit more information asymmetry, thin trading and shallow depth because of their weak institutional infrastructure. Kumar and Tsetsekos (1999) demonstrate the implied differences between the emerging markets and developed stock markets institutional set up using 1980-1992 data set (see Appendix Table 1). They conclude that as emerging markets mature in terms of their institutional infrastructure, they tend to converge to their developed counterparts.

To enhance business performance and ensure higher investment returns, attempts have been made to create an enabling policy environment through implementation of various economic reform programmes. The idea is that the development of stock markets depends not only on the institutional set up, but also on the macroeconomic and fiscal environment (Pardy, 1992). For example, Sung (1992) attributes the remarkable performance of some emerging markets to the positive response of foreign and local investors to economic reforms. Similarly, Bonser-Neal and Dewenter (1999) observe that investors tend to show growing interest in some emerging markets and this depends on the prospects for rapid economic growth, financial reforms, and the benefits from international diversification. Furthermore, Kawakatsu and Morey (1999) attributes growth of the emerging markets to institutional changes, in particular changes in laws allowing foreigners to invest legally in the markets.

Despite the progress made by the emerging markets, differences exist in the institutional set up and macroeconomic environment between the developed and emerging markets. These differences provide a basis for comparative analysis of developed versus emerging markets, especially in terms of their microstructure characteristics as well as the relative contributions of the markets to economic growth. For example, although Bonser-Neal and Dewenter (1999) observe that costs of trading play a major role in defining the investment strategies, there is limited literature on the size and trends in costs of trading from the emerging markets. In addition, while Khambata (2000) and Kumar and Tsetsekos (1999) emphasizes the need to create an efficient market in order to enhance the role of stock markets in the development process, there is little evidence on the distribution characteristic of stock returns. Moreover, while the emerging markets are expected to be directly influenced by macroeconomic conditions (Madhavan, 1992), there is minimal research output on the interaction between the stock market and the macroeconomic environment. Because empirical research on emerging markets is still in the infancy, foreign investors tended to treat these emerging markets as a homogenous asset  (Aitken, 1998). For example, Kim and Singal (2000) make a general observation that high volatility of stock prices in emerging markets make investors more averse to hold stocks and lead them to demand a higher risk premium thus increasing the cost of capital and reducing the investment level. 

This paper aims to survey the main theoretical and empirical literature on emerging stock markets, in order to identify the main microstructure elements and policy issues that relate to the development of capital markets in developing countries. Inevitably in some cases, the literature on emerging stock markets is discussed against the background of developed markets. The survey identifies areas that call for further research in order to shed light on the structure and operation of the emerging markets, and to assess their prospects. 

The remainder of the paper is structured as follows. Section 2 captures the general findings from efficient market testing, while Section 3 surveys the trading systems and their performance indicators including costs of trading, volatility and liquidity. Section 4 focuses on the relationship between stock markets and macroeconomic policies and Section 5 concludes the paper and puts forward some promising research ideas.

2.  Stock market efficiency

2.1
Introduction

One issue that attracts the attention of researchers as well as policy makers is whether the emerging stock markets exhibit similar general characteristics, regarding the distribution behavior of stock returns, as developed stock markets. Specifically, the characteristics of interest are those predicted by Fama (1970) in the Efficiency Market Hypothesis (EMH)
. The EMH predicts that expected return is unpredictable from the past returns or other past proxy variables. It is argued that the best forecast of returns is its historical mean; and deviations of the expected rate of return from the required rate of return are equal to zero (Fama, 1991). 

EMH assumes a perfectly competitive market with homogenous traders and no transaction costs. However, the hypothesis does not represent an equilibrium state of the market and thus cannot be tested directly. Inferences on the hypothesis are made by jointly testing the adjustment of prices to various kinds of information using equilibrium price formation models. Tests are conducted for stock returns predictability (weak-form efficiency), the speed at which prices incorporate public information (semi-strong efficiency), and the incorporation of investors’ private information in prices (strong-form efficiency). Contrary to EMH predictions, empirical results mainly based on developed stock markets indicate that stock returns are predictable, non-normally distributed, while second moments exhibit dependency. In addition, stock price changes have been shown to respond asymmetrically to shocks. However, it is debatable whether a stochastic or chaotic process generates stock prices. The debate also considers whether predictability is a response to irrational bubbles or rational swings in expected returns, or a spurious effect (Fama and French, 1988; Fama, 1991). Fama (1991) also notes that stock prices adjust to firm-specific information including investment decision, dividend changes, capital structure changes, and corporate control transaction. However, it is not clear why returns portray a high dispersion around the event period. While most of the literature is based on developed stock markets, little is known about the behavior of stock returns in emerging markets especially during the evolution of and growth of these markets.

2.2
Efficient market hypothesis

The EMH hypothesis assumes that stock prices incorporate all information such that changes in prices are only due to news or unanticipated events. In addition, unanticipated information is incorporated instantaneously. As a result, investors cannot use information available today to forecast tomorrow’s stock prices. Specifically, stock prices follow a set of jointly distributed random variables and may thus be defined using a stochastic process. Suppose we assume a random walk process as an example of a stochastic time series, where each successive change in Xt is drawn independently from a probability distribution with mean zero:
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where, E((t) = 0; E((t,(s) = 0, t not equal s, and E((t,(s) = (2 for t = s. The forecast of the random process is derived as:
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where
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and is independent of the past history. Thus:
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and since the forecast errors are on average equal to zero, then:
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Similar results are portrayed for second period forecast:


[image: image6.wmf][

]

[

]

[

]

t

t

t

t

t

t

t

t

X

X

E

X

E

X

.....

X

X

E

X

=

+

+

=

+

=

=

+

+

+

+

+

*

+

2

1

2

1

1

2

2

2

e

e

e



(6)

This means that the forecast of Xt+1 is unbiased, and Xt process meets a necessary condition for a martingale process (see Serletis and Sondergard, 1996).

Applying the same analogy to the stock returns and assuming a constant equilibrium return (k), so that E (Rt) = k, and k>0, then, 
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which implies that 
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Equation (8) indicates the expected (conditional) excess return on the stock is zero, thus a martingale difference and a fair game condition (Serletis and Sondergard, 1996). A fair game is violated if the forecast errors are correlated with variables in the information set. Cochrane (1988) defines equation (7) as a random walk process with a white noise process, which describes the temporary deviations of the of stock returns about the constant mean. If we define the stock returns as the log difference of stock prices (P):
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and substitute for stock returns with equation (7), then we can define the stock prices forecast as:
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which is a random walk process with a drift, capturing the permanent fluctuations in stock prices. (t+1 is assumed as an identically and independently distributed random variable. This property together with the conditions set in equation (1), imply that the random walk model rules out any dependence of the second moments, both linear and non-linear. 

The martingale condition, unlike random walk, does not restrict the non-linear dependence of second moments, so that with a martingale process stock price changes are unpredictable while the second moment could exhibit dependence like in an ARCH process. Thus, the empirical literature on predictability of the stock returns tests for the stochastic properties of stock returns, which could be a random walk process or martingale process and not violate the EMH.

Some empirical studies test the EMH in terms of the null hypothesis that there is no serial correlation. The EMH predicts that series of price changes, and consequently series of stock returns, are uncorrelated with variables in the information set. Positive autocorrelation infers predictability of returns in the short horizon, while negative autocorrelation reflects predictability in the long horizon (see Fama, 1981, and 1991). However, Fama and French (1988) observe that some studies have inferred an efficient market by dismissing estimated small autocorrelation values as having no economic meaning, while predictability of returns is attributable to the slowly decaying stationary component of stock prices. 

In addition, some empirical studies apply root tests to detect the presence of a random walk component in stock price series. The tests distinguish between series with no random walk component (where the variance of the shocks to the random walk component is zero) and series that have a random walk component (for which the variance of shocks to random walk component is between zero and infinity) (see Cochrane, 1988). When evidence shows that stock prices are integrated of order one, it is concluded that expected excess returns are equal to zero and therefore unpredictable. If the returns are defined as the first difference of log prices, the unit root test predicts that stock returns are integrated of order zero (Serletis and Sondergard, 1996). Unit root tests, however, do not distinguish between a stationary series and series with a very small random walk component (Cochrane, 1988). Consequently, Fama and French (1988) propose long-horizon returns analysis to capture the mean reverting component of prices i.e. the regression-based mean reversion test. Tests of the predictability of returns based on the mean reversion hypothesis aim to capture the slowly decaying temporary component of stock prices, which portray the long temporary swings that prices take away from fundamental values. Cochrane (1988) on the other hand proposes the use of variance ratio of long differences, which measures the size of random walk component in a series. The variance ratio at lag k is defined as the l/k times the variance of k-period return divided by the variance of the one period return. 

Variance k = 
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If stock prices are a random walk process, then the variance of the k-period returns are equal to k-times the variance of one period return. If the variance ratio is less than one, then negative correlation is implied, while a variance ratio greater than one indicates positive serial correlation. A pure stationary process is reflected when the variance ratio approaches zero.

The regression-based test considers the autocorrelation function over increasing return horizons. Mean reversion is inferred from positive autocorrelation short-run horizons and negative autocorrelation for long-run horizons. The regression model used by Fama and French (1988) is defined as follows:


[image: image12.wmf]t

t

t

z

q

p

+

=



(12)


[image: image13.wmf]t

1

t

t

q

q

h

m

+

+

=

-



(13)

where, p(t) = natural log of a stock price at time t, q(t) = random walk component, and z(t) = stationary component, then:
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((t) denotes white noise disturbances term; ( is close but not equal to zero. Defining prices in natural logs, continuous compounding return from t to t + T can be expressed as: 
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Thus, the random walk price component produces white noise in return, while the mean reversion of the stationary price component z(t) causes negative autocorrelation in returns. However, z(t) is not observable so that we infer its existence and properties from the behaviour of returns. Thus, the empirical regression-based model is specified as:
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If the EMH is not rejected, the constant term will be positive while the slope coefficient will be zero. If the mean reversion hypothesis is not rejected then the slope coefficient will be negative. Empirical test of mean reversion using the variance ratio and the regression-based approach is constrained by their demand for long data set. The variance ratio for example, requires k to be large in order to capture mean reversion over the long horizon (Richards, 1996; Serletis and Sondergard, 1996). Studies such as Fama and French (1988), Serletis and Sondergard (1996) and Richards (1996) revert to using overlapping data to estimate the regression based model. This however, makes it difficult to make inferences from the t-statistic because the approximating asymptotic distribution perform poorly (Gallagher, 1999). The implication is that the short data set for emerging markets limits the choice of the method to test for predictability of stock returns. 

The mean reversion hypothesis is also tested using VAR methods of decomposing the stock price into temporary and permanent components. For example, Gallagher (1999) applies a technique developed by Blancard and Quah (1989) to decompose the temporary and permanent components of stock prices in a multivariate time series context. The model identifies permanent and temporary shocks by imposing long-run restrictions on the VAR. Gallagher (1999) uses real consumer prices and real stock prices in the estimation. Lee (1998) identifies the fundamental variables (i.e. earnings, dividends and discount factors) and non-fundamental variables and then decomposes each variable into temporary and permanent components, and infers their contribution to temporary and permanent components of stock prices.

The empirical literature also indicates that stock returns have distribution with fatter tail than the normal distribution while second moments exhibit dependency, violating the random walk condition and showing a tendency for the return generating process to be martingale process. Instrumental in explicitly modeling time varying second moments is the ARCH model of Engel (1982), Bollerslev et al. (1992), where conditional mean is defined as:
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where h(t) = conditional variance, (2(t-i) = squared innovations, ( >0, and (1,…,(p>0.  The model, however, has only one memory period. Bollerslev (1986) presents a generalized version, the GARCH (p, q), with a lagged conditional variance to introduce long memory to the ARCH model. The conditional mean and conditional variance equations are defined as:
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( >0; (1,…,(p ( 0; (1,...,(q ( 0

where the ( coefficients capture the persistence of volatility over time. ( measures the presence of volatility clustering. The sum of ( and ( is expected to be equal to one; if greater than one, the system is defined as explosive (see Koutmos, 1999; Choudhry, 1999; De Santis et al. 1998). This model is viewed as a reduced form of more complicated dynamic structure for time varying conditional second order moments. The GARCH model assumes martingale conditions, depicting unbiased expectations and clustering tendency of volatility. If we assume that the conditional variance influence the mean return ex-ante, the GARCH-M model is used. Conditional mean is expressed as a function of the conditional variance as illustrated by Choudhry (1996), Fraser and Power (1997), Al-Loughani and Chappell (1997), Henry (1998) and Poshakwale and Murinde (2000):
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(t /(t-1  ( N(0,h2t)

where R(t) is continuously compounded return, ((t) = conditional mean, ((t) = residual, (t-1= information available. ( is the risk preferencing parameter (time-varying premium); a positive value means that investors are risk averse and are being rewarded more for taking risk. A negative sign implies risk-loving investors (Choudhry, 1996). 

The GARCH model imposes symmetric response of stock prices to shocks. There are arguments that stock prices respond asymmetrically to shocks. For example, Nelson (1991) argues that the sign on returns influence the future volatility being negatively correlated with the direction of actual price changes. Black (1976) and Christie (1982) point out that stock returns tend to be negatively correlated with changes in volatility, so that a reduction in the equity value of a firm raises its debt-to-equity ratio, hence raising the riskiness of the firm as manifested by an increase in future volatility. If returns are less than expected they tend to increase future volatility, and if higher than expected they tend to decrease future return volatility. Glosten et al. (1993) observe that investors may not require a high risk premium if the risky time periods coincide with periods when investors are better able to bear particular types of risks. Again if future seems risky the investor may want to save more in the present thus lowering demand for larger premia. If transferring income to the future is risky and the opportunity of investment in a risk free asset is absent, then the price of risky asset may be raised considerably, reducing the risk premium. Thus, it is possible to have a positive and a negative relationship between current returns and current variance. Other versions of GARCH are used to capture asymmetric response of conditional variance to different shocks; for example the exponential GARCH (or EGARCH) by Nelson (1991), generalized quadratic ARCH (or GQARCH) by Sentena (1992), and the Glosten, Jaganathan and Runkel (GJR) model as in Glosten et al. (1993):

EGARCH
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GQARCH
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where ( > 0; ( ( 0; ( ( 0.

GJR
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N(t-1) = dummy variable equal to 1 if (2(t-1) < 0 and zero otherwise.

Bollerslev and Mikkelson (1999), on the other hand, find evidence that long run dependence of stock market volatility is best described by a slowly mean reverting fractionally integrated process i.e. FIEGARCH.

These models have been applied to emerging stock markets. Henry (1998) finds that GQARCH model is better than other GARCH versions in explaining volatility in Hong Kong market.  Kuotmos (1999) and De Santis and Ìmrohoro(lus (1997), however, note that guassian GARCH does not account for the leptokurtosis characteristics of stock returns, a characteristic that emerging markets stock returns exhibit (see Table 1). In addition, the assumption of a martingale process by the GARCH model implies no autocorrelation. However, given thin trading, emerging markets are characterized by autocorrelation potentially induced by non-synchronous trading. De Santis and Ìmrohoroglus (1997), Kim and Singal (2000), Yadav et al. (1999) and Papachristou (1999) model the conditional mean with a lagged value to take care of autocorrelation induced by infrequent trading. 

Following some results that stock returns have non-linear behavior, various studies test the proposition that non-linearity portrays a chaotic dynamic process (see, for example, Serletis and Soundergard, 1996; Yadav et al. 1999; and Barkoulas and Travlos, 1998). The argument is that stock returns may not follow a stochastic process, but portray deterministic chaos. Presence of chaos indicates possibility of improved short-term but not long-term predictability, implying that a profitable non-linear trading rule would exists at least in the short run. Tests of deterministic chaotic dynamics are based on calculating correlation integrals corresponding to different embedding dimensions, while the BDS statistic is used to infer the deterministic chaotic dynamics. Serletis and Soundergard, (1996) present the measure as:
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where C(.) is a correlation function, T = N-n+1, N = length of series, n = embedding dimension, and ( = sufficiently small number. Given that the BDS procedure does not provide a direct test for non-linearity or chaos, the BDS statistic is used to infer the non-linearity dependence, which is a necessary but not sufficient condition for chaos. The procedure involves various stages, which render data series stationary. For example, Al-Loughani and Chappell (1997) fit a constant excess return model to test for whiteness of the error term.
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E(((t)) = 0 ; E(( (t), ((t-s)) = (2(;  s=0  E(( (t), ((t-s))=0; s(0.

OLS is used to test if zero mean hypothesis is implied by the significance level of the constant coefficient. In addition, Yadav et al. (1999) deal with linear dependencies that are due to day-of-the week effects and serial correlation from infrequent trading by regressing the raw return on the day of week dummy and lagged returns. Serial independence is tested using LM on the residuals, together with the normality test, after which the BDS statistic is carried out. If IID is rejected there are possibilities of a non-linearity structure, which is filtered using ARCH-type models. Al-Loughani and Chappell (1997) use a GARCH model, while Yadav et al. (1999) use an EGARCH model. Finally, the residuals of the ARCH-type model are subjected to the BDS test for their whiteness; if they are non-white, we conclude that there exists deterministic chaos dynamics.

2.3
Empirical results on the EMH
Empirical results from both the developed and developing markets show contrasting evidence on stock return predictability as shown on Table 1. For example, Al-Loughani and Chappell (1997) test for the implied assumption of random walk series where residuals are assumed to be IID variables. Their results are consistent with the random walk hypothesis with the series stationary at first difference. However, the residuals do not suggest existence of some unexplained structure in the data. After modeling the stock price series as a GARCH-M (1,1), the BDS test confirms IID residuals. It is concluded that weak-form efficiency is not tenable for UK. However, Chelley-Steeley and Pentecost (1994), by controlling for firm size, find that small firms in the UK market are inefficient while large firms are efficient. Lee, et al. (1998) reject the EMH with respect to non-European countries including Canadian and US financial markets. The results are consistent with the findings by Lee (1998) who uses the mean-reversion hypothesis on Standard Poor’s composite stock price (US) that stock returns are predictable. Fama and French (1988) who use the regression-based method to demonstrate a negative autocorrelation for NYSE market found similar results. Gallagher (1999) using VAR method finds support for the mean reversion hypothesis in various developed markets indicating predictability of stock prices.

However, some studies fail to confirm mean reversion in emerging stock markets, for example, in Korea (see Titman and Wei, 1999; Koutmos, 1999; De Santis and Ìmrohoroglus, 1997), Taiwan (Titman and Wei, 1999; De Santis and Ìmrohoro(lus, 1997) and Malaysia (De Santis and Ìmrohoro(lus, 1997). 

Stock returns show non-normal distribution for both the developed and developing stock markets (see Bekaert and Harvey, 1997; De Santis and Ìmrohoro(lus, 1997; Choudhry, 1996). This supports the general view that emerging markets may be characterized by non-normal distribution (Richards, 1996); this points to similarities in distribution of returns for both the developed and developing markets. Volatility clustering is also evident in both the developed and developing markets. De Santis and Ìmrohoro(lus (1997), using GARCH model and assuming Generalized Error Distribution (GED) of the conditional density function, show predictability, clustering and persistence in conditional volatility of returns in emerging markets. Similarly, Fraser and Power (1997) and Choudhry (1996) find evidence of volatility clustering, for both developed and emerging markets. Yadav, et al. (1999) find that stock returns exhibit significant non-linear dependence in UK, as in US market, and conclude that differences in institutional arrangements do not affect the time series dynamics of stock returns. 

Evidence from both the developed and developing markets also shows that stock returns response to shocks are asymmetric; see, for example, Kuotmos (1999) and Fraser and Power (1997). Kuotmos (1999) tests for asymmetric response in five emerging markets including, Korea, Malaysia, Philippines, Singapore and Taiwan. The EGARCH model is applied assuming GED distribution to take care for the leptokurtic standardized residuals obtained from ARCH-type models. Results show asymmetric response of stock returns to past information. Fraser and Power (1997) studying the Pacific Rim, UK, and US markets also document substantial asymmetries in the dynamics of price changes both within and across markets in developed markets. The findings by Shields (1997), however, demonstrate non-existence of asymmetric response in emerging markets. 

Other studies show evidence of time varying premium. Fraser and Power (1997) find a significantly negative coefficient for Malaysia investors which they interpret as showing that investors in Malaysia are predominantly risk-lovers. Choudhry (1996) using the GARCH-M model confirms no time varying risk premium in several emerging markets and where it is significant the sign is negative, indicating risk-averse investors. 

In addition, Song et al. (1998) use GARCH models to analyse the relationship between returns and volatility in the Shanghai and Shenzhen Stock Exchanges in China, and  find that there exists volatility transmission between the two markets (the volatility spill-over effect). Similarly, Booth et al. (1997) show evidence of price and volatility spillovers among the Danish, Norwegian, Swedish, and Finnish stock markets. The impact of good news (market advances) and bad news  (market retreats) is described by an EGARCH model. Volatility transmission is asymmetric, spillovers being more pronounced for bad than good news.  Significant price and volatility spillovers exist but they are few in number.

Table 1
Summary of predictability test results

Market
Non-Normal
Volatility Clustering
Time varying risk premium
Predictability of returns
Asymmetric response
Chaos

Argentina

Greece

India

Mexico

Thailand

Zimbabwe

Austria

Belgium

Canada

Finland

Germany

Italy

Japan

Netherlands

Norway

S. Africa

Sweden

UK

US

Korea

Malaysia

Philippines

Singapore

Taiwan

Turkey

Brazil

Chile

Colombia

Venezuela

Indonesia

Jordan

Nigeria

Hong Kong

Pakistan

Portugal

Poland

Hungary

Austrialia 
+(C, DI, BH)

+(C, DI, BH)

+(C, DI, BH)

+(C, DI, BH)

+(C, DI, BH)

+(C, BH)

+(DI)

+(FP, DI)

+(FP, DI)

+(FP, DI)

+(K, DI, BH)

+(K, DI, BH, FP)

+(K, DI, BH)

+(K, DI, FP)

+(K, DI, BH)

+(DI, BH)

+(DI, BH)

+( DI, BH)

+(DI, BH)

+(DI, BH)

+(BH)

+(BH)

+(BH)

+(FP)

+(BH)

+BH)

+(PM)

+(PM)

+(FP)
+(C, DI)

+(C, DI)

+(C, DI)

+(C, DI)

+(C, DI)

+(C)

+(DI)

+(FP, DI)

+(FP, DI)

+(FP, DI)

+(K), *(DI)

+(K, FP, DI)

+(K, DI)

+(K, FP)

+(K, DI)

+(DI)

+(DI)

+(DI)

+(DI)

+(DI)

+(FP)

+(PM)

+(PM)

+(FP)
*(C), +(DI)

*(C,DI)

*(C,DI)

*(C,DI)

*(C,DI)

*(C)

*(DI)

*(DI)

+(FP, DI)

+(FP, DI)

*(DI)

*(DI), +(FP)

+(DI)

*(DI)

*(DI)

*(DI)

*(DI)

*(DI)

+(DI)

*(PM)

*(PM)
+(DI,R)

*(DI), +(R, NA)

*(G, DI), *(R)

+(DI, R)

+(DI, R)

+(R)

+(G)

+(G)

+(G, SS)

+(G)

+(G), *(DI)

+(G)

+(G), *(DI)

+(G)

+(G)

+(G)

+(G)

+(G), *(DI)

+(G, L), *(DI)

*(TW, DI), +(R)

*(DI)

+(DI)

*(TW, DI)

+(DI)

+(DI, R)

+(DI, R)

+(DI)

+(DI)
+(FP)

+(FP)

+(FP)

+(K)

+(K, FP)

+(K)

+(K, FP)

+(K)


*(BT)

*(Y)



+ = presence of characteristic indicated, * = absence of characteristic indicated

P = Fraser and Power (1996); DI=De Santis Ìmrohoro(lus (1997); K= Koutmos (1999); R = Richards (1996); TW = Titman and Wei (1999); SS = Serletis and Sondergard (1996); G= Gallagher (1999); Y = Yadav et al. (1999); C = Choudhry (1996); BT = Barkuolas and Travlos (1998); BH = Bekart and Harvey (1997); PM=Poshakwale and Murinde (2000).

Studies that have looked at the chaotic response of stock returns show weak support for both the developed and developing markets, an indication that stock returns are generated by a stochastic process (see Barkuolas and Travlos, 1998 and Yadav, et al. 1999).  In general, various factors are identified to influence the distribution characteristic of returns. Fama and French (1988) observe that the slowly decaying price component could be explained by models of irrational market in which stock prices take long temporary swings away from fundamental values, and time varying equilibrium expected returns generated by rational pricing in an efficient market.

In a summarized review, Gallagher (1999) observes that deviation of the market value of stock from their fundamental values, with a reversion to their mean, could be explained by such theories as noise trading, limited arbitrage, fads, and speculative bubbles.  Fisher (1966), Scholes and Williams (1977), Kuotmos (1999) attribute the presence of serial correlation in returns to non-synchronous trading in portfolios of small stocks and thin markets. Papachristou (1998) and De Santis and Ìmrohoro(lus (1999) introduce a lagged return variable in the conditional return model, to capture serial correlation induced by thin trading. However, Cochran and De Fina (1995) and Lee (1998) attribute predictability of stock returns to the activities of noise traders and inefficiencies in pricing of securities. Lee (1998) concludes that predictability of excess stock returns is a fad rather than a bubble factor. However, Shefrin and Statman (1994) deduce existence of price efficiency in the presence of noise traders, using a behavioral theory of capital asset prices and the volume of trade. 

Ferson and Harvey (1991) attribute predictability to economic variables. They use a multiple-beta asset-pricing model with macroeconomic variables, including unexpected inflation, consumer expenditures, and interest rates that proxy for risk factor in the stock market. Their results indicate that most of the predictable variation in asset returns can be explained by shifts in the assets' risk exposures (beta) and by shifts in the market's compensation for holding these exposures (risk premiums). Both betas and risk premiums change predictably over time. The stock market risk premium is however found to be the most important for capturing predictable variation of the stock portfolios. The evidence suggests that investors rationally update their assessments of expected return. Thus predictability is associated with sensitivity to economic variables. Reichenstein, and Rich (1993) show a more consistent relationship between risk premium and S&P stock returns than either dividend yield or earnings-price ratio. They conclude that risk premium predicts long-horizon stock returns more than other variables as it mirrors movement in the unobservable market risk premium.

Thus, as noted Fama (1991) factors behind the predictability of returns are not conclusive as to whether predictability indicate an irrational bubbles in prices or large rational swings in expected returns.

2.4
Event studies and semi-strong efficiency

Event studies test for semi-strong efficiency (Fama, 1991). The main objective in event studies is to examine the market’s response to a well-defined event through the observation of security prices around the event. They thus test for the existence of an information effect and its magnitude and identify factors that explain changes in the firm value on the event date. Event studies test the following hypothesis:
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where ARt = abnormal returns; Rt is the ex-post security return conditional on experiencing the event being studied; E(Rt) is the expected return in absence of event. 

Fama (1991) observes that when using daily data, and the event date is precise,  precise measurement of the stock-price response are made, so that the joint hypothesis problem is eliminated, and it does not matter how the expected returns are estimated. Finding that stock prices adjust instantaneously to the event is consistent with market efficiency. However, when the response to event is slow, then joint hypothesis problem becomes important. 

Peterson (1989), Kritzman (1994) and Mackinlay (1997) give summary of the various steps involved in conducting event studies. They include defining the event of interest, the period over which the securities will be examined (event window), sample selection, and determining method of measuring the normal returns, and defining the estimation window and framework for abnormal returns. To make good inferences from the results, diagnostic tests are carried out, together with tests to reject the null hypothesis for a specified level of abnormal returns associated with an event. 

Two classes of models are used for estimation of normal returns, the statistical models and the economic models. As explained by Mackinlay (1997) statistical models follow statistical assumptions of asset returns, with no economic arguments, while the economic models rely on assumption based on investor behavior. However, the market model, which is a statistical model, is widely used as it overcomes shortcomings of the CAPM and the APT, economic models. 

Tests for rejecting the null hypothesis of no abnormal returns are classified as the parametric and non-parametric test. The parametric test assumes normal distribution of the returns, and gives an estimate of the size of the average effect of the event on stock returns. However, there is growing evidence that stock returns in developing markets are non-normally distributed, making it not applicable to such markets. The non-parametric tests include the binomial test, which is defined as  [(p – 0.5( – (0.5/N)]/ (0.5/N0.5) where p = the proportion of total positive abnormal returns, N = the total number of observations in the event window. The binomial test determine whether, the percent of post-event return greater than the pre-event returns is significantly different from 50% (Kim and Singal, 2000). Kim and Singal (2000) and Amihud et al. (1997) use the binomial test and reject the null hypothesis that there are no abnormal returns. 

The sign test is a non-parametric test for no difference between the pre-and post-event returns. The sign test requires that the abnormal returns are independent across securities. It involves calculating the sign of each abnormal return each day over the event window. Corrado and Zivney (1992) present the sign test as follow:
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t = the estimation window; sign(x)  =  +1, -1, 0, when x = +,-, or 0. The zero day test statistic is defined as:
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Nt = the number of non-missing returns in the cross-section of N firms on day t in event time; sp = the sample period. One weakness of the test is that it may not be well specified if the distribution of abnormal returns is highly skewed. 

The other non-parametric test is the rank test, which involves ranking the excess return in each security. It is defined as:
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To allow for missing returns, ranks are standardized by dividing by one plus the number of non-missing returns in each firm’s excess returns.
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Mi is the number of non-missing returns for each security i. This yields an order statistics for the uniform distribution with an expected value of a half.  The rank test substitutes (Uit-1/2) for the ARit, yielding the day zero test statistic:
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Corrado and Zivney, (1992) and Mackinlay (1997), compare the sign and rank tests and concluded that the rank test is preferable to the sign test in obtaining non-parametric inferences concerning abnormal security price performance in event studies. Giaccotto and Sfiridis(1996), also compare the tests and concludes that if a researcher knows the exact day of the event, then the generalized sign test should be applied.  However, in circumstances where a multiple-day window is used to capture the true event day; the jackknife test is recommended. 

Various issues have been raised with the event studies methodology including the effects of thin trading on event study tests, which induces bias on the moments and co-moments, as it feeds into the market model. Husnan and Theobald (1993) investigate the impacts of thin trading using different indexes on the results of events studies in the Indonesian stock market. Different price reactions are observed when thin trading impacts on parameter estimates were reduced.  Index sensitivity was indicated by the wide differences in the (cumulative) abnormal returns. Index sensitivit,y however, is still a statistically significant problem even when thin trading effects were controlled. Maynes and Rumsey (1993) measure abnormal performance around events when securities do not trade daily using data from the Toronto Stock Exchange, concluding that the traditional procedures are reasonably well specified for thickly and moderately traded stocks but mis-specified for thinly traded stocks. Specifically, the results indicate that the event study methodology may be severely mis-specified when applied to infrequently traded stocks, if the return is forecast using the lumped or uniform treatment of missing trades or if the t-test is used. Cowan and Sergeant (1996) also makes similar observations. 

The event study methodology also implicitly assumes a stationary variance. Salinger (1992) observes that while true abnormal returns could be uncorrelated, estimated returns are not. The study indicates that ignoring either the inter-temporal correlation of estimated abnormal returns or the contemporaneous correlation of return results in significant understatement of the standard errors. However, because accounting for both intertemporal and contemporaneous correlation increases the computational complexity considerably, it is important to recognize situations in which at least one can be ignored.  In some cases, the inclusion of an industry return instead of just a market return can eliminate enough of the contemporaneous correlation. Burnett, Carroll and Thistle (1995) and Corhay and Rad (1996) also hold the view that classic event study yields biased results especially with substantial amount of evidence to support that stock returns series generally exhibit time-varying volatility. This is not captured by the traditional event studies and may result in mis-measurement of the magnitude and timing of the market response and lead to incorrect conclusions regarding the impact of the event. Corhay and Rad (1996) use a market model, which accounts for GARCH effects to get more efficient estimators. 

In addition, Fama (1991) observes that while quick adjustments infer efficiency, it is common to find that dispersion of returns increases around the information event. This raising the issue as to whether such results portrays rational results of uncertainty about new fundamental value or irrational but random over- and under-reaction to information that washes out in average returns. Thus, they tell us very little about the residual variance generated by deviations from average. 

Fama (1991) provides a summary review of the event studies mainly in relation to efficiency implications. He note there is increasing evidence that stock prices adjust to information about investment decisions, dividend changes, changes in capital structure, and corporate control transactions. 

To conclude, we note that the empirical tests fail to support the random walk and martingale processes as proposed by the EMH, while there is no evidence that a deterministic chaos process defines the stock prices. Both developed and emerging markets show evidence that returns are predictable, lepkurtostic, and with volatility clustering. Various factors are attributed to predictability of stock returns including the microstructure characteristics such as thin trading (or infrequent trading), the behavior of investors which could be used to portray rational or irrational behavior, and the determinants of stock prices including both fundamental and non-fundamental factors. However, given the differences in institutional and policy environments in which developed and emerging markets find themselves, the empirical literature is not conclusive as to whether these factors tend to show dominance across the markets.

3. Key microstructure issues

3.1 Introduction

This section builds on the foregoing by looking at the institutional structure that describes the returns generating process i.e. the market microstructure. While the EMH analyses the behaviour of stock prices, this microstructure literature defines the price discovery process. We look at the institutional set up of the stock markets and their implications on market performance, focusing on the trading systems that define the price discovery process and their role in enhancing competitiveness (the yard stick set by the EMH). We highlight the question of whether revitalising the institutional structure of the market is of any significant value to the emerging markets.

3.2
Theories of microstructure 

Microstructure literature looks at the price discovery process in the stock market, based on the assumption that there are heterogeneous traders in the market (Flood, 1991). In the presence of market maker, the law of one price is violated as the market makers set both the bid price and ask price. This defines the bid ask spread which is interpreted as a compensation to market maker for their provision of immediacy services (Flood, 1991; and O’Hara and Oldfield, 1986). The literature attributes the existence of explicit spread (microstructural cost) to information asymmetry between the traders and market makers, uncertainty about whether any new information exists, inventory-control costs faced by market maker, type of orders transacted, order processing costs and direct costs of servicing the uniformed traders. See Easley and O’Hara (1987), Hasbrouck (1988), Pagano and Röell (1996), Snell and Tonks (1995), Madhavan (1992), Laffont and Maskin (1990), Stoll (1989), Ahn and Cheung (1999) and Flood (1991). 

Two theories form the basis of the argument on what constitutes a spread: the adverse selection theory and the inventory-control theory. The two theories assume the presence of a market maker who posts the bid and ask prices. Thus, they have an orientation to the developed stock markets as most emerging markets do not have a market maker. In the absence of market maker, only an implicit spread is implied, which raises the issue as to whether, the two theories are suited in explaining price discovery process in emerging markets. The two models are reviewed to ascertain the components of microstructure costs and share prices. For example, Easley and O’Hara (1987) observe that security prices respond to a number of factors including inventory costs, transactions costs, and risk preferences by the market participants. Consequently, the security prices emulate the institutional set up and investors’ behaviour.

Inventory-control theory is based on the assumption that there is an underlying desired inventory level for the market makers. Thus, dealers adjust price quotes to control inventory fluctuations due to order flows. The expected changes in desired inventory level is set at zero, with a constant spread that is shifted up and down on a price scale to equalise the probability of receiving a purchase order and a sale order. Expected changes thus follow a simple random walk process with probability of one that it will reach either its upper or lower bound in a finite number of trades. Thus, a market maker optimises his bid and ask prices over time and faces a stochastic order that shift both bid and ask prices downward (upward) and decreasing (increasing) the width of the spread when a positive (negative) inventory has accumulated. Hasbrouck (1988) presents a simple inventory control model to illustrate how market makers adjust the quotes. The model assumes no private information, a single monopolistic dealer, and informed and uniformed traders. Quotes are defined as:
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where I(t) = level of inventory after the tth  trade; I* = desired inventory level; v(t) = market clearing price, and qq(t) = half quote set at time t. Quote adjustments are obtained as:
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where ((t) = change in quote with the new information observed by the market maker on the order flows; and zt represents the net demands faced by the market makers, which is composed of the informed and liquidity traders. Thus, revisions on quotes are influenced by change in inventory level, and change in the fundamental value with additional information. Dealers therefore adopt a price-inventory adjustment policy.

Lyons (1995) defines the optimal price as a function of inventory adjustment process captured by the bid-offer bounce:
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where ppt = the optimal price; (t = the expected market clearing price conditional on information available to dealer at time t; and Dt picks the bid-offer bounce and is interpreted as the compensation resulting from execution costs, price discreteness or rents. As a directional indicator variable, Dt takes the value of one when the transaction price is the offer price and minus one when the transaction price is the bid. (It - I*) = the net inventories demand, and ( = the inventory-control effect.

The adverse selection theory explains the spread assuming two types of traders, a liquidity trader and an insider. A liquidity trader pays the market maker a price spread in exchange of provision of immediacy services. An informed trader however, speculates profitably at the expense of the market maker. Thus, the market maker charges both traders a spread to compensate for losses from trading with informed traders. Thus, with the information asymmetry, expected the quote equal to the value of real resources required to execute a trade, compensation for market makers for expected losses from dealing with informed traders as well as the direct cost of servicing the uninformed traders. Consequently, when a trade occurs, the dealer revises the quote to incorporate any signal sent by the informed trader. Hasbrouck (1988) describes the series of quote revisions with information asymmetry as follows:
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where zz(t) = net demand of inventory influenced by current quote, past trade history, other public non-trade information, and implicit private information, the brackets represent the unexpected component of trade, ( is the coefficient reflecting the dealer assessment of trade’s information content and ((t) = stochastic disturbance that derives from the updates in the public non-traded information and are assumed to be independent of the trade process.

Snell and Tonks (1995) capture information asymmetry using an optimisation model of market maker. To incorporate the information asymmetry aspect, they model net demands as:
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where pp = quoted price, while ppt* = the fundamental price. The first term represents the demand from risk averse informed traders, assuming that the informed traders know the fundamental price and the quoted price. ( = intensity of response of the informed traders to the discrepancies between the quoted price and the fundamental prices and it is expected to be positive to reflect the degree of risk aversion. Informed traders buy from the market makers when the quoted price is less than the fundamental price, and sell when the quoted price is above the fundamental price. The second term (xt) is the demand/supply from noise traders and is assumed to be a random variable. If xt is negative then it signals that the noise traders buy from the market maker; positive signal that noise traders are selling to market makers. Assume the market maker sets the mid price to maximise a multi-period objective function of the following nature:
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where I and I* are the actual and desired inventory levels. We assume the fundamental price relates to a security which takes a random walk, and the excess demand for stock is positive to signify a net supply to market maker and negative to signify a net supply from the market makers.  The market maker has two constraints; the first is defined by equation (39), while the second is defined by equation (41):


[image: image41.wmf]t

1

t

t

zz

I

I

+

=

-



(41)

The derived market maker price rule is defined as:
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The optimal price quotes are expressed as a function of expected fundamental price, expected number of liquidity trades and the lagged level of inventories. This shows that both the level of inventory and information asymmetry influences the spread.

O’Hara and Oldfield (1986) model captures risk-preference by the market maker and distinguish between the limit orders and market orders, in addition to information asymmetry and inventory control. The model assumes a risk averse market maker who maximises his expected utility of trading profits over an infinite horizon. The market maker constraint is defined by the fact that market makers do not accept limit orders for negative quantities. Their results demonstrate that the spread can be decomposed into three components; a portion defined by the known limit order, a risk-neutral adjustment for expected order component and a risk adjustment for market order and inventory value uncertainty component. Stoll (1989) decomposes the spread into; order processing cost which reflects the execution costs, inventory control costs that market makers face in inventory management, and the adverse selection costs which arises in the presence of asymmetric information between the market makers and the potential informed traders.

Hasbrouck (1988) empirical work using data in a continuous auction market with a specialist demonstrates the simultaneous existence of inventory control and asymmetric information effect on quote revisions. However, the two adjustment processes differ in terms of response of the quotes to trades. For the asymmetric information quote revisions are serially auto-correlated and the impact of trades on quotes is persistent. In inventory-control model quote revisions are serially uncorrelated and the impact of trades on quotes is transient. Snell and Tonks (1995) using data from a dealership market find evidence of asymmetric information on quote revisions and observe that market makers take account of their inventory position. 

Copeland and Galai (1983), Glosten and Milgrom (1985), Madhavan (1992), and Aitken et al. (1995) attribute a positive bid ask spread to the presence of heterogeneously informed traders, observing that information asymmetry widens the spread even when inventory and risk bearing costs are zero. They observe that the quality or importance of the information possessed by insiders improves adverse selection problem increases and the spread widens as market makers attempt to cover their losses with insiders. Thus the market maker widens the bid-ask spread as a loss protection measure and as a compensation for the information advantage.

However, Easley and O’Hara (1987) and Laffont and Maskin (1990) indicate that the information-based trading need not result in a bid ask spread. Depending on market condition such as the width or depth and price volatility informed traders may choose to adopt a pooling or separating trading strategy. Cornell and Sirri (1992) argue that, since insider trading result to changes in share prices, then it implies that insiders incorporate a large fraction of their information into share prices before the information is made public. This serves to reduce the asymmetry information and therefore reduce the bid-ask spread. Pagano and Röell (1996) however, confirm the presence of information asymmetry component in the spread as they find a negative relationship between the spread and transparency. They argue that transparency enhances liquidity and, the more the transparency the better the knowledge for market maker on order flow. Consequently, this lessens information asymmetry and narrows the spread.

Huang and Stoll (1997) empirical results support the presence of a large order processing component which reflects adverse selection problem assuming significant trade size effect. Similarly, De Jong and Röell (1995), conclude that order processing costs are important determinants of bid ask spread, while they fail to confirm the positive relationship between the spread and trade size. The results using London’s SEAQ International and Paris Bourse indicate that effective spread in Paris bourse is flat in trade size while effective spread in London decline with size. O’Hara and Oldfield (1986) observe that risk preferences of the market maker play a major role in defining the width of the spread. Their study finds a risk averse market maker with a smaller spread compared to a risk neutral specialists.

3.3 Trading systems

Stock markets can be differentiated by their trading system as indicated on Table 2 in some of the markets; Table 3 compares different trading systems.

Table 2
Trading systems across stock markets

Stock market
Method used for trading

Developed stock market

Tokyo

Toronto

New York Stock Exchange, (NYSE)

Paris Bourse

Milan Stock Exchange

London Stock Exchange

NASDAQ

Australia stock exchange
CM,CA(Pagano and Röell, 1996)

CA

CM,CA(Snell and Tonks, 1995)

CA(de Jong et al. 1995)

CM,CA(Amihud, et al. 1990)

CD(Snell and Tonks, 1995)

CD(Chan et al. 1995)

CM,CA (Comerton-Forde, 1999)

Emerging Market

Stock Exchange of Hong Kong

Korea Stock Exchange

Kuala Lumpur Stock Exchange

Singapore Stock Exchange

Taiwan Stock Exchange

Thailand Stock Exchange

Jakarta Stock Exchange

Nairobi Stock Exchange

Budapest Stock Exchange

Warsaw Stock Exchange

Bosla Electronica de Chile

Bolsa Mexicana de Valores

Bosla de Valores de Sao Paulo

Instanbul stock exchnage
CA(Ahn and Cheung, 1999)

CM,CA(Chang, et al. 1999)

CM(Chang, et al. 1999)

CA(Chang, et al. 1999)

CM-CA(Lang and Lee, 1999)

CM-CA(Glen, 1994)

CA(Comerton-borde, 1999)

CA(Green, et al. 2000)

CA(Poshakwale and Murinde, 2000)

CA(Poshakwale and Murinde, 2000)

CA(Glen, 1994)

CA(Glen, 1994)

CA(Glen, 1994)

CA(Glen, 1994)

 
CM = call method
CA = continuous Auction
CD = continuous Dealership 

These trading systems vary in the way transactions are handled, type of transactions made, type of information available to market participants, and the process of matching orders to sell and buy (Glen, 1994). For example, in Jakarta Stock Exchange transactions are classified into regular board and negotiated board,
 Bonser-Neal (1999). The market operates using the Jakarta automated trading system (JATS). Orders placed on the regular board are matched according to price and time priority, and only limited orders are entered. Orders expire at the end of each exchange day so that there are orders in JATS each morning at the opening of trade (Comerton-Forde, 1999). 

In the stock exchange of Hong Kong, there is a single board, and trading is conducted through terminals in Exchange trading hall, and through terminals at the members’ offices. Investors place their orders with the brokers and only limit orders are accepted by the trading system. Orders are executed through automated order matching and execution systems (AMS), a computerised limit order driven trading system (Ahn and Cheung, 1999).

Trading system could be classified by the method of matching the orders i.e. periodic vis-à-vis continuous market, and also by the presence of market maker
 i.e. continuous system with a monopolistic specialist vis-à-vis a competitive continuous market; see Table 3 for specific examples. In a periodic call auction market, orders are accumulated for simultaneous clearing at a predetermined time and at a common price. Continuous markets allow investors’ orders to be executed immediately upon arrival. In continuous auction market (order-driven market) investors orders are executed through an auction process one by one upon placement such that prices are determined multilaterally. In some markets, for example, the NYSE, there is a specialist who posts the bid and ask quotes. Most of the emerging markets with continuous auction do not have a specialist, such that trades are accumulated for execution and prices determined when the market opens for trading. In continuous dealership market (quote-driven market) investors trade immediately with a market maker so that each order is satisfied separately by a single dealer who does not know the orders received by other dealers. Proponents of auction market argue for low execution costs, while proponents of dealer markets argue for the flexibility of such market to handle different types of securities and different types of customers, to the benefit of competing dealers (Huang and Stoll, 1996).

Garman (1976) observes an evolutionary pattern in adopting type of trading system, by noting that US stock markets evolved from call market (trading synchronously at pre-established discrete times) to continuous market (trading asynchronously during continuous intervals of the time), as growth in volume of transaction was realised. A similar pattern is emerging in the developing markets, in the revitalisation process, where there is a continuous shift from the periodic call auction system to more frequent trading with continuous auction system. The main motivation however, is the anticipated growth in the market with the institutional and policy changes. For example, Tel Aviv stock exchange gradually shifted from a call auction system to a mechanism where call auction was followed by iterated continuous trading sessions (Amihud et al. 1997). The main objective of changing the system was to create an efficient and well functioning market for trading securities. Taiwan stock exchange switched from semi-automated CATS to a fully automated security trading system and transaction frequencies were increased, to reflect a continuous trading system (Chang, et al. 1999; Lang and Lee, 1999). Nairobi stock exchange also witnessed a switch from the call system to continuous auction system.

The trading systems differ in their performance (see Table 3). The theoretical literature indicates call auction market to be more efficient than the continuous markets, with its ability to enhance liquidity and reduce market volatility (Madhavan, 1992). This is because, call auction impose an effective mechanism for dealing with asymmetric information problems, where the imposed delays in execution of trades, forces traders to reveal information through their order placements, Comerton-Forde (1999). Prices in continuous auction market are inefficient and more volatile, however, with immediacy in order execution, market liquidity is higher. In a dealership market, costs of trading are higher because of information asymmetry but prices tend to follow the martingale property of prices (Madhavan, 1992).

Pagano and Röell (1996) making reference to their earlier work (1993) argue that there are several factors that make dealership market popular. First, dealership market offers implicit insurance to agents who are averse to execution risk where, a firm price quote for each order size is provided; the auction market exhibits execution risk as price depends on other contemporaneous orders. Second, dealership markets have the flexibility to handle different types of securities and different types of customers. Large trades are negotiated via personal contact so that there is scope to distinguish between informed and noise traders. This allows dealers to offer better prices to uninformed traders. Third, dealers are able to offer better price for trades that are not publicly disclosed because they can profit in subsequent trading from the private information they infer from their current traders. Madhavan (1992) demonstrates the possibility of trade halting if information asymmetry is very high in a continuous market. To restart the market, periodic auction trading is proposed as a system that operates even if market makers choose not to make the market, allowing assimilation of new information.

Bessembinder and Kaufman (1997) characterise a desirable trading system as one with price discovery process that has no excess volatility and provides liquidity at low costs. Amihud et al. (1990) favour a trading system that provides high liquidity and enhances efficient price discovery for emerging stock markets is system. High liquidity they argue is imperative as it enhances long-term investment by reducing the required return by investors resulting to lower costs of capital to the issues of securities. Efficient price discovery process on the other hand, is associated with low volatility, making the market price more informative. It also enhances the role of the market in aggregating and conveying information through price signals.

3.4
Empirical results on characteristics of trading system

While comparisons across the stock market is complicated by the differences in trading assets as observed by Amihud et al. (1987) several attributes are used to evaluate trading systems namely cost of trading, market depth, price efficiency, price volatility and market robustness (see Madhavan, 1992; Glen, 1994). Table 3 reports a summary of results from some comparative studies across the trading systems, which shows differences in market performance across the different trading systems.


Table 3
Comparisons across different trading systems

Market Variable
Empirical results
Market and cited Literature

Spread
CA< CD

CA < CD
NYSE and Nasdaq, Huang and Stoll (1996)

LSE and Paris Bourse, De Jong et al. (1995)

Liquidity
CA = CD

CM < CA

CM = CA

CM < CA

CM > CA
NYSE and Nasdaq, Reinganum (1990)

Tel Aviv, Amihud et al.(1997)

Taiwan stock exchange, Chang et al. (1999)

Taiwan Stock Exchange, Lang and Lee (1999)

AJX/JSX Comerton-Forde (1999)

Volatility
CM < CA

CM > CA

CM < CA

CM < CA

CM > CA(mm)
Taiwan stock exchange, Chang et al. (1999)

Tel Aviv stock exchange, Amihud et al. (1997)

Taiwan stock exchange, Lang and Lee (1999)

AJX/JSX, Comerton-Forde (1999)

NYSE,  Amihud et al. (1987)

Efficiency
CM < CA

CM = CA

CM > CA

CM > CA

CM < CA(mm)
Tel Aviv stock exchange, Amihud et al. (1997)

Taiwan stock exchange, Lang and Lee (1999)

Taiwan stock exchange, Chang et al. (1999)

ASX/JSX, Comerton-Forde (1999)

NYSE, Amihud et al. (1987)

Source: Compiled from the reviewed literature.

mm = market marker, CA = continuous auction, CM = call market, CD= continuous dealership. 

3.4.1
Costs of trading

Costs of trading for investors include the fixed costs – taxes and commissions - and costs imposed by the market structure. The execution cost is estimated by the bid ask spread i.e. the compensation for the market maker. 

Huang and Stoll (1996) compare the execution costs for NASDAQ and NYSE market. Execution cost is measured as the cost to trader of selling or buying stocks excluding commissions. Different estimates of the bid ask spread were used and results showed execution costs to be twice as large in NASDAQ (a competitive dealer market) than in NYSE (continuous auction market with a specialist dealer). They attribute the results to internationalisation, preferencing of order flows and the presence of alternative inter-dealer trading systems, where such factors limit dealers incentives to narrow the spread. De Jong et al. (1995) compared a quote-driven dealership market (London stock market SEAQ) and an order-driven market (Paris Bourse). They estimated the average quoted spread in Paris Bourse limit order book and market maker quotes in London stock exchange. They used the average effective spread to capture trades that may occur within the spread. They found costs of immediate trading to be lower in the auction market for small transactions while the effective and realised spread showed that few large transactions executed in the auction market had a fairly low spread compared to the dealership market. Similarly, effective spread in the auction market was flat in relation to trade size while it declined with size in London market failing to support the adverse selection and inventory control hypothesis, that spread is an increasing function of size of transaction. Pagano and Röell (1992) observe that in a dealer market, market maker face higher information asymmetry with less information about recent trading history so that they are forced to set spreads that are wider on average than in an auction market. Thus, for any order flow placed by one potential informed trader and one potential informed liquidity trader, the auction market turns to be on average cheaper for liquidity traders than dealer market. Supporting this view, Barclay, Kandel and Marx (1998), find that as stocks move from NASDAQ to AMEX, the spread decreased and more so when the market maker avoided odd eighth quotes. However, Huang and Stoll (1996) could not attribute the differences in spread between NASDAQ and NYSE to the frequency of even eighth quotes. Pagano and Röell (1996) conclude that dealers widen their spreads at equilibrium to protect against the adverse selection due to their competitor’s information so that informed traders gain from market’s lack of transparency but at the expense of smaller uninformed traders.

Bonser-Neal and Dewenter (1999) estimates the execution costs of trading in Jakarta Stock Exchange. They estimate the execution costs by measuring the price impact on trade using Chan and Lakonishok (1993) method. They observe the open trade return as a measure of the initial impact of the trade, then calculate trade to close returns to check for any changes in the course of the day. They then sum up the open trade and trade to close returns and compare the trade price with the volume weighted average of all trade prices in that stock on the trade date. During the period of the study, the trading system was operating on a manual order-based trading system. Their results indicate that trading costs were lower for trades in large firms, price impact of a trade was negatively related to firm size, while brokers with large execution costs tend to have large execution costs for sales. Trade initiated by foreigners had significantly greater execution costs. However, execution costs were not significantly different from those estimated in developed stock markets.

3.4.2 Liquidity

Kyle (1985) views market liquidity as a slippery and elusive concept partly because it encompasses a number of transactional properties of the market. These including “tightness (the cost of turning around a position over a short period of time), depth (the size of an order flow innovation required to change prices a given amount) and resiliency (the speed with which prices recover from a random uninformative shock)”. Market depth measures the sensitivity of prices to order flow and is proportional to the amount of noise trading and inversely proportional to the amount of private information not yet incorporated in stock prices. Higher depth with low spread implies more liquidity as more order flow is absorbed without large changes in prices.

Glen (1994) defines liquidity, as the ability to transact quickly and without substantially moving prices, and market depth as the ability to transact at the current market price. Madhavan (1992) argues that the quality of information possessed by market makers and the traders significantly influence market depth and the size of the bid-ask spread. Thus, higher the information asymmetry the widen the spread, lowering the market depth and market liquidity. Low liquidity is portrayed with a significantly high negative relationship between the spread and market depth (Ahn and Chueng, 1999). Pagano and Röell (1996) observe that greater transparency
 in the trading process enhances market liquidity by reducing the opportunities for taking advantage of less informed or non-professional participants.

Glosten (1989) looks at the relationship between information asymmetry, market efficiency and liquidity, following the argument that in presence of private information, market makers reduce liquidity of the market, enhancing market inefficiency. The results demonstrate that specialist (monopolist) ease inefficiency by increasing liquidity of the market as he averages his trade profits and need not make profit in every trade like the competitive market maker. Thus, with monopolistic market maker, a more liquid market is portrayed with extensive trading on private information. This illustrates that the presence of a specialist provides a more liquid market so that some of the welfare loss due to informed traders is negated. 

Reinganum (1990) fails to support Glosten (1989)’s argument when comparing NYSE and NASDAQ. The results indicate that although no market dominated the other in providing liquidity, NYSE is not as advantaged as NASDAQ (competitive dealer market) with liquidity for small firms though not for large firms, such that liquidity reflects firm size effect. Liquidity is measured as the difference in liquidity premium inferred from monthly stock returns, i.e. the average monthly portfolio returns on NYSE and NADAQ firms of roughly the same size unadjusted for risk or other potential liquidity related factors. 

Cornell and Sirri (1992) find market liquidity increasing with information asymmetry as insiders are able to obtain superior execution for their trades relative to the contemporaneous liquidity traders, concluding that the presence of informed traders to the market does not necessarily reduce market liquidity.

Empirical literature focusing on the emerging markets look at the impact of instituted changes on market liquidity. Amihud, et al. (1997) find liquidity gain and positive liquidity externalities when the stocks were traded in a continuous auction session than call auction in Tel Aviv exchange market. Liquidity is measured as the stock’s trading volume and the liquidity (Amivest) ratio. Amivest ratio measures the trading volume associated with a unit change in stock price. Chang et al. (1999) study on Taiwan stock exchange find no significant difference in liquidity between the call and continuous auction. Liquidity is measured as the ratio of trade volume to sum of squared price changes, giving a measure of the volatility adjusted trading volume (the quantity effect of liquidity). This ratio measure the ability of the market to absorb large order flows without significant changes in price, thus closely linked to market resiliency. Thus a liquid market is characterised by a small impact on market prices by the execution of large orders. A high ratio indicates that a large order can be executed with only a small price movement resulting while a low ratio suggests the inability to absorb a large order without a large price movement. They also measure liquidity as the implicit cost of market immediacy (the price effect of liquidity), by taking the ratio of long to short term return variances. This ratio is inversely related to the implicit costs of immediacy costs. It indicates noise of the market, where a value significantly different from zero, indicates a noise trading. A noiser market is reflected by a smaller variance ratio as it signifies greater amount of friction in the market or market illiquidity which is reflected by a higher implicit bid ask spread or higher cost of immediacy. The results indicate that the variance ratio under call was consistently greater than those estimated for the continuous market, implying that call market is more liquid than continuous markets. However, Lang and Lee (1999) study for Taiwan stock exchange show improved liquidity as the market moved from the call to the continuous trading system.

3.4.3 Volatility

Madhavan (1992) defines volatility in terms of price variance. Low volatility is preferred as it reduces unnecessary risk borne by investors thus enables market traders to liquidate their assets without large price movements. Glen (1994) defines volatility as the frequency and magnitude of price movements and comparing the various microstructure attributes argues that liquid and efficient markets have less volatility than illiquid and inefficient markets. Amihud et al. (1997) find reduced volatility in the Tel Aviv market as the market adopted a more continuous trading system. Chang et al. (1999) focusing on Taiwan market, find small volatility for call market which they attribute to two factors characterizing the batching of orders; one, that call auction eliminates price fluctuation caused by transaction bouncing between bid and ask quotes. Two, call auction eliminates price volatility induced by a random order arrival sequence. They also find the call market as more effective than continuous auction method in reducing price volatility of high-volume stocks, which contradicts the conventional belief that call market are more appropriate for thinly traded stocks. They attribute the results to dominance of individual investors who are not usually well informed and rational in their investment decision-making and also to lack of transparency and adequate financial disclosure by the TSE listed companies. 

3.4.4 Efficiency of the price discovery process

Price discovery efficiency measures the ability of the market to incorporate quickly and correctly information into prices. Madhavan (1992) observes that a large enough call auction provides more efficient prices than a continuous market. This is because as more traders participate in auction asymmetric information is reduced and prices tend to reflect the asset value, as. Amihud et al. (1990) made similar observations in Milan stock exchange. However, in Tel Aviv stock market, Amihud et al. (1997) found with improved efficiency of the value discovery process the new continuous auction trading system. Stock prices were found to adjust faster to market information while noise in stock prices declined. Thus, with the gained efficiency stock prices were made more informative. Chang et al. (1999) using the variance ratios however find price discovery to be more efficient in call than in continuous auction. 

3.4.5 Intra-day characteristics of microstructure factors

Studies have also looked at the intra-day characteristics of the microstructure variables and results indicate different patterns across the different trading system in Table 4. For example, Chan et al. (1993) find that the daily of pattern bid ask spread for NASDAQ, is relatively stable through out the trading day but narrows down near the end of the day. The results are attributed to the price discovery process, where initially dealers avoid committing large trades, but as the day progresses, they become more confident about the equilibrium values. Brock and Kleidon (1992) found NYSE to have a U-shaped intra-day spread, which was attributed to the market power of the specialists. A specialist can observe the order imbalances and has information on who is trading before deciding on the price of trade. Thus, he sets the prices to earn monopoly profits, but such profits cannot be made in the rest of the day as he must post bid and ask prices ex-ante to incoming buy/sell orders.

For the emerging markets, Ahn and Cheung (1999) find a U-shaped intra-day spread for Hong Kong which they attribute to the presence of limit order traders who actively manage both the price and the quantity dimension of liquidity, by adjusting the spread and the depth. 

Table 4
Intra-day characteristics of microstructure variables

Variable
Characteristics
Market
Type of market

Spread
U-shaped 
Hong Kong

NYSE
CA

CM,CA


Decline in the course of the trading day
Nasdaq
CD

Volatility
Open>close
Milan stock Exchange

NYSE
CM,CA

CM,CA


Hump-shaped
Hong Kong
CA

Depth
U-shaped
Hong Kong
CA

Auto-correlation function
High at open and then decline

U-shaped
NYSE

Hong Kong
CA

CA

Source: compiled from the literature reviewed in this paper.

Volatility is found to be higher at the open of the market than the closure of trading day; Table 4 presents a summary of intra-day characteristics of microstructure variables. This is attributed to various factors. For example, Amihud et al. (1987) attributes the high volatility in the NYSE market to the opening procedure where the market opens with a call auction. However, finding in Milan stock exchange, higher open volatility in the morning and afternoon, Amihud et al. (1990) concludes that volatility could be attributed to halt of trading before the market opens. Comerton-Forde (1999) compares the call opening of the Australian market with continuous opening of Jakarta stock exchange. These results indicate that Australian market have both higher liquidity and lower volatility at the open. The results were attributed to the choice of the opening procedure, so that call auction was implied to enhance liquidity and reduce volatility at the opening of trade. Lam and Tong (1999) capture a hump-shaped volatility both in the morning and afternoon session for Hong Kong market. They attribute the result to the noise traders who tend to cluster when volatility is high.

In addition, Ahn and Cheung (1999) analysis intra-day market depth, and find an  inverted U-shape for Hong Kong market (see Table 4). They attribute the narrow depths and larger spread at the open and close to the limit order traders strategy to avoid possible losses from trading with informed traders when adverse selection problem is severe. Lam and Tong (1999) find a U-shaped auto-correlation functions for Hong Kong market that implies inefficiency at the opening and closure and attribute this to trade clustering.

3.5
Calendar regularities

Research on stock markets in developed countries has accumulated evidence on the existence of calendar regularities in stock returns. The regularities are attributed to information arrival, information accumulation, and settlement procedures. The hypothesis tested with calendar regularities hypothesis: is that the process of return generation is continuous, and against the alternative hypothesis that returns are generated only during the active trading periods. Existence of anomalies questions the models of asset pricing and thus the inferred market efficiency. It is also of interest for cross-market interdependence for money managers. Among the regularities identified include: the day-of-the-week effect where stock exhibit lower returns over the period Friday’s close and Monday’s close; the turn-of-the-month effect where returns are higher on January compared to other months; and the holidays-effect where returns are higher on trading days immediately prior to holidays. Arsad and Coutts (1997) note these regularities are dying off in US market.

We review survey work on emerging markets to establish whether or not similar regularities are portrayed. Table 5 gives a summary of findings on calendar regularities for the emerging markets. The results generally indicate similar characteristics with developed stock markets, while in some cases the results are mixed. For example, Aggarwal and Rivoli (1989) studied calendar regularities in four emerging markets, aiming to examine the efficiency in functioning of these markets. Daily data is used for 12 years (01/09/1976-30/06/1988) and confirms January effect for all markets (Hong Kong, Singapore, and Malaysia) except for Philippines. The markets also display low Monday returns and a strong Tuesday effect, that may be related to the +13 hour time difference between New York and Pacific Rim stock markets. Wong, Hui, and Chan (1992) finds day of the week effect for Singapore, Malaysia, Hong Kong, Thailand, and Taiwan. Clare et al. (1998) using daily data from 03/01/1983-23/07/1993 for Kuala Lumpur stock exchange composite index, find marginally significant Monday effect and a significant positive Wednesday and Thursday effect. They attribute the results to pre-1990 settlement procedures on the Kuala Lumpur stock exchange as the results indicate that after this date, nearly all of the seasonal variation in daily stock returns disappears. Tan and Tat (1998) examining the Singapore market using data for the period Jan 1975-December 1994 find a weakening regularities for the period, 1975-1984 and 1985-1994. Further investigation to the trends in these anomalies as the emerging markets mature is important.

Table 5
Summary of calendar regularities results in ESMs

Market
January effect
Day of the week effect
Turn-of –month effect
Holiday effect





Pre-holiday
Post-holiday

Hong Kong

Korea

Taiwan

Singapore

Malaysia

Philippines
+

+

+

+

+

+
+

+

+

+

*

+
*

*

*, +

*

-

-
*,+

-

*

*

-

-
-

-

+

+

-

-

Notes: The results are adopted from the literature reviews by Clare et al. (1998); Tan and Tat (1998). + = the existence of the effect, and * = the non-existence of the effect.

In conclusion, we find that developed and emerging markets have different trading systems. While the developed markets trading systems tend to be demand driven, the emerging markets have adopted new trading system in anticipation for growth. In addition, theoretical framework on price discovery system seem to reflect more the characteristics of the developed stock market, which raises the issues as to whether such frameworks would explain the process of price discovery in developing countries. Further, empirical literature show diverge between the experiences with the trading system and the theoretical expectations, while little exists on emerging market experience.

4. Stock markets and the macroeconomic environment

4.1 
The relationship between stock markets and macroeconomic policy

Stable macroeconomic policies create a conducive environment for the development of stock markets; they facilitate stable growth of the real sector, which in turn ensures prospective business environment and higher investment returns (Greenwood and Smith, 1997). Similarly, stock market development stimulates economic growth through its impact on various macroeconomic variables including, savings, productivity of capital, and investment (see Mckinnon and Shaw, 1973; Pagano 1993; Murinde, 1996; Boyd and Smith, 1997; Levine and Zervos, 1996; Caprio and Demirgüç-Kunt, 1998).

Various studies therefore analyze the relationship between stock market and macroeconomic variables such as growth of GNP, unemployment, yield spread, interest rates, inflation, exchange rate, monetary aggregates, external market activities and other real economic activities. In addition, some studies look at the response of stock market to announcements of policy changes. See such studies as, Fama, 1981; Kual, 1987; Marshall, 1992, Bodnar and Gentry 1993; Bartov and Bodnar, 1994; Liljeblom and Stenius, 1997; Hess and Less, 1999. Knowledge on their interaction is a guide in monitoring performance of the market vis-à-vis the macroeconomic environment and in identifying intervention points in an attempt to enhance the contribution of the stock market to economic growth and facilitate development of stock market.

The relationship between the stock market and the macroeconomic variables may also be explored in the context of the EMH prediction that efficient stock prices incorporate public information instantaneously, including expected policy actions, thus defining semi-strong form efficiency. Fama (1991) argues that the power tests for predictability of stock returns can be enhanced by identifying forecasting variables that are less noisy proxies for expected return other than past returns, for example, dividend/price ratio, earning/price ratio and term structure variables. In addition, Patelis (1997), note that some of these variables are related to macroeconomic environment. For example, the term structure is a predictor of asset returns and economic activity as it forecast consumption and investment growth. Similarly, interest rate spreads is a proxy for monetary policy stance, such that if interest rate spreads predicts stock returns then, we can examine the contribution of monetary policy to stock returns predictability. Fama and French (1989) find the term spread and dividend yield as a predictor of future assets returns and interpret these variables as indicating short term business cycles and long term business conditions respectively. 

In general, theoretical analysis on the relationship between the stock market and the macroeconomic variables is based on equilibrium asset price models, equilibrium money market models and economic growth models. The equilibrium models indicate an indirect relationship between macroeconomic variable and the stock prices, through their impact on expected future cash flows, discount factor, and returns on competing financial assets. See Fama, 1981; Geske and Roll, 1983; Thorbecke, 1997; Bodnar and Gentry 1993; Bartov and Bodnar 1994; Dhakal et al. 1993. The growth models look at the contribution of stock market to economic growth, which can be traced through various channels (see Mckinnon and Shaw, 1973; Pagano, 1993; Atje and Jovanovic 1993; Murinde, 1996 and Green and Smith, 1997). These models therefore indicate that the direction of relationship between the stock market development and macroeconomic variables is ambiguous. 

The relationships between the stock price and policy variables are analyzed using various methods, such as simple regression, causality tests, long run relationship and speed of adjustment, and vector autoregressive models. Causality tests are targeted to show the direction of relationship between the stock prices and the macroeconomic variables. The tests employ the Granger-causality tests assuming BVAR model such as:
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where u and v are disturbance terms, where E(ut, us) = 0, E[vt, vs] = 0, E(ut, vs) = 0, for all t not equal s.  SP is the stock prices, and X is a macroeconomic variable (see Moorkerjee 1987; Darrat, 1990; Cornellius, 1991; and Abdalla and Murinde, 1996). We test for the significance of bi and di to define the direction of relationship.  If both coefficients are significantly different from zero we conclude that there are feedback effects or bi-directional relationship between SP and X; both variables are endogenous and any model fitted should assume a system of equations. Including the current observation of both SP and X captures contemporaneous effects. If either of them is significantly different from zero, we conclude that there is unidirectional relationship, and analysis can be based on a single equation. Finding both of them insignificant implies the two variables are independent of one another, thus any implied relationship is spurious. Finding aj significant implies that the stock price is explained by its history and therefore predictable, while finding significant contemporaneous relationship with the macroeconomic variables we conclude that stock prices are efficient given the instantaneous response. If the variables are cointegrated, then error correction terms are included and the model is estimated with differenced variables.
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Long-run relationship is tested using co-integration method like Engel and Granger two step procedure and Johansen’s method of multivariate cointegration, to establish whether the variables trend together in the long run. See for example, Serletis and Sondergard, 1993; Abdalla and Murinde, 1996, Niarchos and Alexakis, 1998; Caporale and Pittis, 1998. Finding that variables are cointegrated we conclude stock prices are predictable.

Structural VAR is used to decompose shocks, estimate the magnitude of contribution of every shock and trace the channels for the observed relationship for example, Dhakal et al. (1993); Hess and Lee (1999).  Pearce and Roley (1985) propose the following regression model to test EMH prediction that efficient stock prices incorporate the public information immediately and continuously, such that only with unexpected changes would investors take advantage of the market:
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where Xte = anticipated changes in economic variables at the closer day t-1; while Xt-iu = lags of unanticipated changes. The argument is that if the expectations are rational then, Xte is equal to announced value of economic data (Xta), given previous period information ((t-1) i.e. E(Xta/(t-1). It is assumed that (Xte - Xta ) is not correlated to (t-1. 
If market is efficient, (2 = 0 and SPt-1 should reflect all the information (t-1.   Also (3 = 0 reflecting immediate response to news. Thus, for an efficient market the following model should apply:

(SPt = ( + (1Xtu +(t






(48)

Equation (48) implies that changes in stock prices will only reflect unexpected news. If there is a lag in response to unanticipated news we conclude that stock prices are efficient.

4.2
Monetary policy and stock prices

The relationship between the monetary aggregates and stock prices is explained assuming an equilibrium position in the money market. The monetary portfolio hypothesis predicts that change in the money supply result into change in the equilibrium position of money, with respect to other assets in the portfolio of investors. Investors respond by adjusting the proportion of the asset portfolio represented by money balances. However, because all money balances must be held, the system does not adjust until changes in the prices of various assets lead to a new equilibrium.

This linkage between money and stock prices is analyzed through two channels, the direct and indirect channel, see for example, Fama (1981); Pearce and Roley (1985); Dhakal et al. (1993). With the direct channel, it is hypothesized that unexpected increases in money supply lower interest rates and raise the stock prices (the liquidity preference hypothesis). Expectation that monetary authority will tighten monetary policy creates anticipation for higher interest rates. As a result, investors’ move to sell their equity securities increasing the supply of stocks in the market and reducing stock prices. This conclusion is based on the assumption that investors view assets as substitutes. 

In addition, Thorbecke (1997) observes that monetary policy impact on stock returns by influencing the credit position and investment level of the firm. Tight monetary policy increases interest rate, worsening the cash flow net of interest and therefore the balance sheet position of a firm. As a result, net-worthiness of the firm is reduced, creating a credit constraint and reducing investment. Consequently, the firm’s value goes down and the stocks are no longer attractive. The impact is more felt by firms with low creditworthiness. 

Indirectly, increase in money supply results in increased demand for goods and services from the real sector, pushing up price level in the short run (too much money chasing too few goods). The magnitude however, depend on the factors determining the slope of the short run curves as in the long run the full impact of increased money supply is absorbed by the price level (Dhakal et al. 1993). The increase in price level results in agents revising upwards their inflationary expectations, consequently, faced with higher nominal interest investor’s reallocate their portfolio.

The other channel through which monetary policy may be related to stock prices is through the defined monetary stance. For example, with the financial reform and the shifts to indirect monetary policy, many economies have adopted inflation targets as the main objective of the monetary policy. The relation could be direct especially if stocks act as hedge against inflation, or indirect through other variables that are related to inflation as stipulated by the proxy hypothesis. The relationship between the stock prices and monetary policy is also analyzed by looking at the response of stock returns to anticipated and unanticipated policy actions. 

The empirical relationship between money and stock prices is not conclusive given the different results obtained. For example, studies employing the BVAR model to test for Granger-causality between stock prices and monetary aggregates (M1 and M2) in developed and developing stock markets indicate non-uniformity in the direction of causality. See for example, Mookerjee (1987); Hashemzadeh and Taylor (1988) who use developed markets data and Cornelius (1991) who uses emerging markets data. Similarly, studies using regression-based methods, adding more variables and other measures of monetary aggregates in the regression also indicate inconclusive results. Erol and Balkan (1991), examine the relationship between money and stock returns using S&P500 Index, for the period September 1977, to June 1985 and indicate spurious positive relationship between money and stock returns. They explain that the relationship between money and stock returns over the business cycle is attributed to contemporaneous adjustment of stock returns and anticipated money in response to business cycle anticipations. Thus, high frequency relationship are related to contemporaneous adjustment of stock returns and money anticipations in response to expected inflation in a framework characterized by the anticipation of monetary authority reaction function. They conclude therefore that stock returns and money anticipations are determined in a forward looking manner incorporating the information about expected inflation and anticipated production. Boyle (1990) uses a monetary model of assets pricing to examine the correlation between money velocity and stock prices. The results show that, with output shocks, a negative relationship is portrayed between velocity and nominal stock prices, while velocity and real stock prices are positively related. The conclusion is that although monetary shocks are neutral, changes in monetary expectation have real effects because of their impact on the expected purchasing power of money balance carried into the future. Therefore changes in monetary growth result into changes in the real equity return and inflation, while changes in money uncertainty influence changes in equity risk premium. Dhakal et al. (1993) attempts to trace the transmission channels between money supply and share prices using a structural VAR model. The model is defined with the following variables; money stock (M1), share prices, industrial production as a measure of real output, short-term interest rate, and consumer price index. Their results support direct casual impact on stock prices but with a delay in response. Indirect impact was significant, but it was not clear the channel through which the monetary authority could influence volatility in share prices. Lastrapes (1998) also uses a VAR technique to examine the dynamic response of output and asset prices to money supply shocks in eight industrialized countries over the post war period. To identify the shocks, long run neutrality of money was assumed. The findings were that real liquidity effect exists in the bonds and stock market, where real equity prices were found to respond to money supply innovations. Serletis (1993) uses co-integration test and demonstrates that money and stock prices have no long-run relationship. These results supporting the long-run neutrality of money where permanent changes in money supply have no effect on real variables, as they are fully absorbed by price level in the long run. Bianconi (1995) also examine the channel of monetary policy transmission through the stock market, and support the neutrality of money arguing that monetary shocks have a transitory effect on stock prices. 

To capture the relationship between monetary policy and the stock prices, some studies start by estimating a money demand function to capture the anticipated and unanticipated policy actions, while others have used an index for monetary policy announcements. Empirical results provide no clear evidence on the relationship between stock prices and monetary policy actions. Thorbecke (1997) examines the effects of monetary policy innovations on stock returns for US market. Various methods are used for analysis including the VAR, event studies, narrative method and APT model. VAR is estimated using monthly data for industrial production, inflation rate, log of commodity price index, federal funds rate, log of non-borrowed reserves, log of total reserves, and stock returns. The study finds that monetary policy shocks exerts a statistically significant effect on the returns of small firms, while for large firms monetary innovations have the smallest effect, concluding that monetary policy works by affecting firm’s access to credit which is defined by the collateral size. The narrative method uses Boschen and Mills index constructed using federal open market committee records and similar documents. The findings are that expansionary monetary policy exerts a large and statistically significant positive effect on monthly stock returns. The event study findings support the hypothesis that expansionary (contractionary) monetary policy is an event that increases (decreases) future cash flows or decreases (increases) the discount factors at which those cash flows are capitalised. Overall the study finds that, expansionary policy increases the ex-post returns, while exposure to monetary policy increases the ex-ante returns too. Patelis (1997) did a similar exercise, relating monetary shocks to future expected stock returns, using Fama and French (1988) long-horizon multivariate regression and the short-horizon VAR to examine whether monetary policy help predict stock returns at different time horizon. The results indicated that contractionary monetary policy shocks mostly predict the lower expected returns initially and higher thereafter. Also, monetary policy shocks primarily affect expected excess returns, followed by expected dividend growth but little effect on expected real returns. It is noted however that, observed asset return predictability cannot be attributed fully to the stance of monetary policy. Also observed is the fact that the dominance of dividend poses an obstacle to theories that try to link asset pricing to the business cycle as expected asset return are more persistent than any macroeconomic business cycle variable. Elyasiani and Mansur (1998) explores the implications of monetary policy shift and interest rate volatility on the stock returns for listed commercial banks using the GARCH-M model. Interest rate levels and volatility are found to directly impact on the first and the second moments of the bank stock returns distribution, respectively. Volatility also affected excess returns indirectly. Thus, monetary policy was found to have an important role in describing the returns generating process.

Increasingly important with globalization issues is the impact of external monetary policy on domestic market. For example, Cheung (1997) examined the impact of federal fund rate on Asian-Pacific stock market, using Sims-type vector autoregression technique on four major Asian-Pacific exchanges. The results indicate that monetary developments in the US had a significant impact on Asian-Pacific stock market return, especially those with strong economic link. 

4.3
Fiscal and monetary policy variables: the government budget constraint

Fiscal policy impact on growth of capital market through the taxation policy, deficit, and expenditure patterns. Taxation and other government fees on transaction for example raise the new issue barriers by increasing the transaction costs for new listings in the stock market. This limits the sources of financing for the firms and reduces real investment. Discriminatory tax policies on different financial assets make mobilization of domestic savings through the securities inefficient. For example, different effective tax rates on either incomes or capital gains from different financial instruments distort capital and investment decisions. Taxes on dividend are paid out of corporate after tax income such that double taxation drives up the effective tax on distributed corporate income reducing the opportunity to recycle corporate earnings through the financial markets. On the other hand, different tax treatment of equity and debt create divergence in costs of using retained earnings, new shares and debt financing. Thus, fiscal incentives for stock market expansion include a reduction on corporate tax, capital gain tax, and withholding tax for dividend (Amoa, 1996). But, taxation impacts on the capital market depend on the stage of development. In a well-developed market, asset pricing should reflect factors that affect profitability and risk, including taxation Brean (1996). An increase in corporate taxes reduces the expected future returns, reducing the stock prices, to reflect the tax policy changes. If the market is not well developed, effects of taxation that would otherwise be reflected in returns or costs of capital fail to be properly priced and allocative effects of taxation fail to work through the mechanism that link savings to interest rates or investment to expected return on investment. Taxation on financial savings discourages the flow of funds to capital market and thus discourages the development of capital market. Taxes on corporate earnings and distributions inhibit the creation of financial assets, while taxes on financial transactions thwart the development of institutions. Implicit taxes including the reserve requirements, ceilings and regulations, distort all financial savings and investment decisions in a way that prevail against the development of equity market for corporate financial assets. 

Fiscal expansion can impact on stock market development at the micro level and macro level as it changes the composition of demand and hence productions in favor of the local market i.e. the non-traded goods. Although, Blanchard (1997) found no significant relationship between output and fiscal spending, Ahmed et al (1993) note that fiscal expansion could entail an increase in distortionary taxes that tend to reduce output in the long-run. Similarly, Hoffmaister and Roldos (1997), illustrate that an increase in government spending leads to a decline in the capital stock but the decline has an ambiguous effect on total GDP.

Fiscal policy impacts on the operations of the stock market may be felt through its relationship with other macroeconomic variables. For example, the level and direction of relationship may reflect the method utilized to finance deficit. For example, seignorage is highly inflationary especially when the domestic financial market is thin and can be perpetuated by lack of alternative sourcing for financing deficit and no plans for adopting a reform process. Domestic borrowing on the other hand adversely impacts on the economic activities with the crowding out effect on private sector and pressure on domestic interest rates. At the same time it results to increased current account deficit. Foreign borrowing is mainly used for finance when the government wants to postpone inflation. However, the expectations of the private sector provoke capital flight given that they are aware of the government avoiding inflation today. This could result to balance of payments crises, with difficulties in debt serving debt crises. At the same time it limits external financing forcing either fiscal adjustment or a devaluation which raises prices. Thus, the impact with fiscal policy will be experienced with the macro instability created with the inflationary pressure and deteriorating balance of payments. The channel of impact can be also felt through the cash flows of the listed companies.

Fiscal deficit may also be felt through its relationship with interest rates. For example government may seek to finance deficit from the non-banking domestic sector through the sale of treasury bills or the sale of securities. If this happens and the interest rates offered are high, then shift for quality assets may be realised and other short-term interest rates will be pushed up to compete for deposits. Thus just like the monetary policy, fiscal policy both anticipated and unanticipated impact on real interest rates and real profits and also change consumption and investment patterns.

There is however, little empirical evidence on the relationship between the stock market performance and the fiscal policy. Some studies look at issues on taxation. For example, Koenig and Huffman (1998) note that replacing income tax with a consumption tax would have an immediate positive impact on saving and lead, in the long run, to higher levels of consumption, wages, and stock prices and to lower interest rates.  In the short run, however, interest rates would probably rise, and consumption and stock prices would probably decline. Hubbard and Michaely (1997) analyse the impact of tax change on the common stocks paying cash dividends and other paying stock dividends. The study finds that although there was observed pricing change around the time of the tax reform, this effect was only temporary. This was attributed to clientele effects and differences in liquidity.  In addition, they found that neither of these explanations could account for the relative pricing of the shares. Amihud and Murgia (1997) examine issues on dividend taxation using tax-based signalling models, which proposes that higher tax on dividends is a necessary condition to make them informative about companies' value and therefore the influence on stock prices. 

McMillin and Laumas (1988) investigate empirically the effects of anticipated and unanticipated monetary and fiscal policy actions on the stock market. They fitted the following models for money demand and fiscal policy.

The monetary policy equation is specified as:
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The fiscal policy equation is specified as:
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where i indicate the order of the lag, using the lag operator. The variables used were narrow money (M1), three month Treasury bill rate (RTB), ratio of real net export to real middle-expansion trend GNP (RNEXP), employment rate for all workers (UN), and the rate of change in the import price deflator (IINF). From the model they extracted the anticipated and unanticipated values, and fitted the stock price model as follows:
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where RSP is the log difference of the real value of the S&P500; money growth is anticipated (AM) or unanticipated (UM); fiscal actions are anticipated (AF) or unanticipated (UF). The results obtained from estimating the equation using US data for 1967:IQ-1985: IVQ reveal that both anticipated and unanticipated money growth has a significant and positive contemporaneous effect on the RSP. However, unanticipated money growth exhibits weaker effects than anticipated money implying a rejection of the semi-strong efficiency prediction.


Hancock (1989) further studied this issue by testing the semi-strong form of the EMH for 1960:1Q-1985:IIQ. The following model was used:
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where, M* is the M1 growth rate; PN is the inflation rate; DD is the change in deficit; RR is the three-month Treasury bill rate; and B is the US government securities held abroad.

Further, by using Theil's minimum residual variance criterion, the following model was estimated:
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Where, LSP is the percentage change in the S&P 500; money growth is anticipated (AM*) or unanticipated (UM*); and UD is the unanticipated change in the deficit measure. The results show that UM* and lagged LSP influence the behavior of stock prices. Note that Hancock’s model in addition to the anticipated and unanticipated variables incorporates the variables used to estimate the two models for control of direct relationship. 

Darrat (1990) also confirmed positive impact of monetary and fiscal policy on stock prices. He investigates the effect of lagged values of base money and fiscal deficits on the current values of Canadian stock prices. A multivariate VAR model was estimated for Granger-causality for the period 1972:1m-1987: 2m including the following variables; log of Toronto Stock Exchange 300 Index; standard deviation of the change in the log of the 3-month treasury bill rate over the previous twelve months; changes in the log of the three-month TB in month t-i; industrial production index growth rate; yield on long term government bonds; log of cyclically-adjusted budget deficit; inflation rate; change in monetary base; and change in exchange rate. The results indicate that monetary policy (base money) and fiscal policy actions Granger-cause movements in stock prices. Evans and Murinde (1995), focusing on the impact of monetary policy on Singapore stock markets use a VAR method and found that both unanticipated and anticipated monetary and fiscal policy influence the stock market. 

4.4
Exchange rate and stock prices

Studies relating the stock market to foreign exchange exposure include micro studies that are firm-based and macro level studies. At the micro level, studies investigate the economic exposure of firms that tend to show significant foreign activities. Various studies in the developed markets have concentrated on multi-national firms; for example, Franck and Young, 1972; Ang and Ghallab, 1976; Jorion, 1990; Bilson, 1992; Amihud, 1992; Bodnar and Gentry, 1993. These studies however fail to record any significant evidence of the contemporaneous relationships between the stock returns and exchange rate. Jorion (1990) estimates exposure basing on the following time series regression:
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where Rit is the rate of return on the ith company common stock and Rst is the rate of change on a trade-weighted exchange rate, measured as the dollar price of the foreign currency. Thus, a positive value for Rst indicates a dollar appreciation
. 

A hypothesis is presented in terms of a cross-sectional regression of the following equation:
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where F1 is the ratio of foreign to total sales of the US multinationals. Jorion (1990) finds that firms with large amounts of foreign sales have higher exposure coefficient. However, exposure without foreign operations does not seem to differ across domestic firms. Amihud (1992), using data from 32 leading exporters, fails also to find a contemporaneous relationship with the value of the dollar. Negative relationship was indicated for lagged changes in foreign exchange rate using a one-tail test. 

Bodnar and Gentry (1993) examines foreign exchange exposure for non-traded and traded good industries for USA, Canada and Japan industries.
 The following model was fitted: 
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Rit is return on industry portfolio i in month t; rft is the risk free rate of return in month t; Rmt is the return to national stock market in month t; PCXRt measured as the percentage change in the trade weighted nominal exchange rate in month t;(1i is the industry’s exposure to changes in the overall  stock market index, while, (2i is measures the industry’s exposure to exchange rate fluctuations. The model was estimated using the SURE method for USA and Canada and OLS for Japan. The results indicate for the three countries, 20-35% industries had significantly foreign exchange exposure with larger exposure for Canada and Japan. Expect for USA, non-traded goods industries indicated a gain with appreciation of local currency. Industry export and import ratios are associated with negative and positive exposures respectively. For USA and Japan foreign dominated assets were significantly related with negative exposures to exchange rate changes.

Bartov and Bodnar (1994) revisit the inconclusive earlier findings and argue that such results could be attributed to methodological problems. One of the problems they anticipated was the sample selection problem. They argue having foreign activities does not necessary mean firms have significant economic exposure. This is because firms with wide spread foreign operations are likely to have hedge potential exchange rate exposure at low cost. Similarly, firms with inherent large exposure are more likely to undertake hedging activities so that the endogenity of hedging makes the detection of significant exchange rate exposure based upon simple sample selection. They attempt to solve this problem by selecting to the sample firms that showed negative correlation between reported foreign currency adjustments and corresponding fluctuations in the exchange. The following model was fitted:


[image: image57.wmf]it

j

t

,

i

n

j

j

it

CUR

C

ASP

e

D

a

+

+

=

-

=

å

0

0


(58)

where ASPit abnormal stock performance for security i in period t (%); (CURi,t-j = percentage change in a trade weighted US Dollar exchange rate index for the period t to j; (0, Cj = parameter to be estimated; and  (it = error term for firm i in period t: 
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where ARit abnormal return for security i from day t-1 (%).
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where rit  = realized return for security i from day t-1 to day t; rmt = realized equally weighted market return from day t-1 to day t; (, (i = OLS estimates of intercept coefficient and market beta for security i computed over a 100 trading day period beginning 300 days prior to the beginning of the measurement period:
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where AFEit = the error in analyst’s forecasts of quarterly earnings for period t; (CURit-1 = the lagged percentage change in the trade weighted value of the dollar for the period ending one month prior to the end of quarter t and beginning four month prior; (0 and gi = parameters to be estimated; (it = error term for firm i at time t. 

Their results did not confirm contemporaneous effects like the previous studies. However, when lagged variables were incorporated to take care of any mispricing, expected results were obtained with a negative and significant sign. They interpreted the result as indicating that freely available public information on past changes in exchange was useful in explaining abnormal future stock price performance. Investors were thus seen to underestimate the impact of exchange rate change in every period, and were corrected with availability of additional information. 

The other problem they predicted was lagged response, where investors make systematic errors when characterizing the relationship between the firm value and the exchange.  And using equation 33 they find significant results that past changes in the dollar is useful variable in predicting the errors in the median analysts forecast earnings.

Donnelly and Sheehy (1996), construct a portfolio of UK’s largest exporters and test for the expected negative contemporaneous relationship between the value of the sterling and the value of the portfolio. They fitted the following model:
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where ARpt is the abnormal return on our portfolio of exporting firms, RSt is the return on sterling for month t, where a positive RSt means sterling appreciated against other currencies.  Abnormal returns were calculated as:
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where ARpt is the abnormal return on an equally weighted portfolio of 39 firms for month t; Rpt raw return on the portfolio for month t (ln(Pt/Pt-1)); bpt is the beta of the portfolio estimated by regressing the portfolio returns on those of the market over the sixty months prior to month t; and pt is the intercept of the regression of portfolio returns on those of the market. The results found a contemporaneous relationship between the exchange rate and the value of a portfolio of export-intensive companies and evidence of the lagged response of share prices to exchange rate movements.

Macro-level studies on the relationship between stock prices and the floating exchange rate also indicate mixed results. For example, Aggarwal (1981) found a significantly positive effect on the US stock prices, suggesting that revaluation of the US dollar raise stock prices. As such, the US stock market is an efficient processor of information incorporated in exchange rates. Solnik (1987) estimated a multivariate regression (SURE) model on several countries by regressing the change in the real exchange rate (Dst) on real stock returns (DRSt), as indicators of changes in economic activity, and the change in the interest rate differential (Dit) as follows:
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The study found a negative relationship, that indicates that a real appreciation of the US dollar is bad for domestic firms because it reduces their competitiveness, while a real exchange rate depreciation stimulates the economy in the short run. Soenen and Hennigar (1988) results uncovered a strong negative relationship between the change in the US dollar exchange rate and the US stock market; hence departing from the earlier results. 
Ma and Kao (1990) argued that under floating exchange rates, the required rate of return on stocks is shown to reflect transaction exposure (exchange rate level) and economic exposure (exchange rate change) as two types of foreign exchange risk. They identified two possible impacts of changes in a country's currency values on stock price movements. The financial effect of exchange rate changes refers to the transaction exposure, which investors face if the underlying currency value is volatile. Since investment becomes more attractive when it is dominated in a strong currency, high exchange rate levels are associated with favourable stock price movements. On the other hand, the economic effect from exchange rate changes implies that, for an export-dominant country, the currency appreciation reduces the competitiveness of export markets and has a negative effect on domestic stock market. Conversely, for an import-dominated country, the currency appreciation will lower import costs and generate a positive impact on the stock market. A two-step regression procedure was applied to estimate the following model:


ln(Pt/P*t) = a + bet + dst
(65)

where, et is the exchange rate change and st is the exchange rate level; Pt is the stock market index while P*t is the weighted average of the foreign stock indices. The weighted-average exchange rate was calculated by adjusting foreign stock price indices by the weight of the international trade with the US as follows:
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where TWit = (Exportit + Importit)/(Exportjt + Importjt)

The results indicate that while currency appreciation reduces the competitiveness of export markets and has a negative effect on the domestic stock market, high exchange rate levels are associated with favorable stock price movements.  

Bahmani and Sohrabian (1992) criticise the earlier studies for ignoring the feedback effects between exchange rate changes and changes in stock prices. They fitted a BVAR model to test for co-integration and Granger-causality. They found a bi-directional causality between stock prices measured by the Standard & Poor's 500 index and the effective exchange rate of the dollar, at least in the short run. The co-integration analysis revealed no long run relationship between the two variables. Similarly, Abdalla and Murinde (1996) investigate interactions between exchange rates and stock prices in the emerging financial markets of India, Korea, Pakistan and the Philippines. The results of the granger causality tests results show uni-directional causality from exchange rates to stock prices in all the sample countries, except the Philippines.

Malliaropulos (1998) investigates the link between international stock return differentials relative to the US and deviations from relative purchasing power parity. Assuming that real exchange rate and the relative stock price between two countries contain both permanent and temporary components, the study is able to derive a relationship between expected stock return differentials and expected changes in the real exchange rate. The predictions of the model are tested empirically using stock market indices of four major OECD countries relative to the US. The empirical results indicate that there is a negative relationship between stock return differentials against the US and changes in the real exchange rate, that is, stock markets outperform the US stock market in countries where the currency appreciates in real terms against the dollar. Johnson and Soenen (1998) noting that the relationship between stock returns and currency values is not obvious, analyses the stock price reactions of 11 Pacific Basic stock markets to exchange rate changes with respect to the US dollar and Japanese yen for the period January 1985-June 1995. A significantly strong positive relation is found with the yen while weak and mixed results are reported with regard to the US dollar. 

Chow, Lee, and Solt (1997) examine whether, real exchange-rate changes affect bonds differently from stocks.  They propose use of long-horizon returns and long-horizon exchange-rate changes to capture a clear picture of exchange rate exposure. They argue that if exchange rate changes contain information about future interest rates and cash flows over more than one period, then using short horizons may not fully capture exchange exposure. This they argue may explain why prior empirical studies have failed to find a clear association between stock returns and exchange rates. However, Solnik (1987) observes that currency risk is low in the long term, as exchange rates tend to revert to fundamentals over the very long run, but the contribution of currencies to the long-term performance of a global portfolio never gets to be zero.

4.5 
Stock markets and capital flows

As indicated earlier, one of the factors driving revitalisation process of the emerging stock markets is the growing need for international diversification of risk. Diversification and market integration are viewed to improve resource allocation thus promote economic efficiency (Aitken, 1998; Richards, 1996; Kim and Singal, 2000). Consequently, with financial liberalisation, capital controls were relaxed and this saw an up surge of capital inflow to emerging markets in the early 1990s. Relaxation of capital controls is viewed as a channel to attract foreign capital that is necessary to finance economic growth, and enhance growth of equity markets, Kim and Singal (2000). However, given thinness of the market, with low quality and small capitalisation shares, foreign investors’ inflows may result in overheating of the domestic economy. It also raises the issue of ‘hot money’, which is highly volatile, with its high elasticity to economic conditional changes. Volatility in capital flows is absorbed by real exchange rate and real interest rates, which are related to stock prices, thus explaining an indirect relationship between capital flows and the stock market. Opening of the market, also means exposure to foreign factors where for example, volatility in foreign prices may cause domestic prices to be volatile, resulting to volatile stock prices (Kim and Singal, 2000). Consequently, shareholders ask for higher risk premium, which implies higher cost of capital and less investment. 

Despite the expectation that inflow of capital achieve stock price stability with increased liquidity of the market and lengthened investor’s horizon (Aitken, 1998), the experience of emerging markets indicate booms were shortly followed by bust. These raise the issue as to whether institutional investors in emerging markets are irrational investors or rational investors. Richards (1996) refers to The Economist (May 113 1995, pg 71) observation that the experience may be explained by the investment-fund managers’ panic in fear of mass redemption. Foreign investors may tend to show herd like behaviour in their investment decisions and that bubbles in assets prices may then develop, thus resulting to increased volatility, Aitken, (1998). Littman (1994) observes that diversifying overseas can reduce market volatility. However, while global investing provides more opportunities and greater diversification, investors should be aware of special risks, for instance, fluctuating currency prices.

Studies have focused on the impact of opening of the markets on microstructure factors especially volatility, and the integration level especially between the developed and developing countries. For example, Richards (1996) explores the volatility aspect but finds no evidence that volatility has increased, rather results indicate that volatility had fallen. Kim (1998) analyses the effect of international investment on firm value and the effectiveness of expansion into or retraction from foreign operation. Event study method was used to capture the stock-price reactions over a period of significant change in international operational decisions by the firm. The results show that decisions on international investments and divestiture have a positive stock-price reaction. However, the effect on firm value varied by industry, exchange rate changes and the degree of foreign involvement before the event. Chan et al. (1998) analyses the Asian stock markets to find evidence of rational speculative bubbles following the 1997 crises, but they could not confirm for Hong Kong, Japan, Korea, Malaysia, Thailand, and Taiwan. Kim and Singal (2000) finds an initial increase in stock returns, which could be attributed to greater demand, and then a decline which could be explained by the fact that domestic firms are able to access lower cost fund from international investors. There was no increase in volatility, while there was a reduced predictability of returns an indication of increased market efficiency.

4.6
Stock prices and inflation

Two main arguments are contained in the literature on the relationship between stock prices and inflation; one, that equity securities provides a hedge against unanticipated inflation, because they represent claims on real assets thus a negative relationship between the stock returns and inflation. The second is the well-known Fisher effect where expected real asset returns are assumed to be independent of inflationary expectations, thus a positive relationship between stock returns and expected inflation. While some literature provides evidence of negative relationship, between the stock returns and inflation, others conclude that the relationship depends on the factors influencing inflation such that it could be positive, negative or insignificant. Such conclusions are arrived at using partial and general equilibrium models respectively, (see for example, Fama, 1981; Geske and Roll, 1983; Lee, (1999) for the partial equilibrium models and Kual, 1987; Danthine and Donaldson, 1986; Stulz, 1986; Hess and Lee, 1999 for the general equilibrium models). Findings that real stock returns are negatively related to expected inflation, unexpected inflation, and changes in expected inflation fail to support the Fisher hypothesis (1930).

Fama (1981), and Geske and Roll (1983) argue that the negative relationship between the inflation and stock returns is spurious, as it only proxies the positive relationship between stock returns and real variables e.g. future output, relative price uncertainty or inflation uncertainty. Using a money demand based hypothesis, Fama (1981) demonstrates that increase in anticipated real output increases demand for real money balances and given the nominal money balances, then increase in demand for real money balances must be accommodated by a decline in price level. Because stock returns are positively related to expected future real activity, a negative relation between inflation and stock return is induced. Thus, the negative relationship is a proxy for the fundamental relation between anticipated real income and stock returns. Geske and Roll (1983) base their model on counter-cyclical response of the central bank to real activity shocks. They argue that there is a casual link in the observed negative relation between stock returns and changes in expected inflation, where stock returns signal changes in inflationary expectations as money supply responds to changes in anticipated real activity. In addition, changes in government revenues are assumed to vary inversely with changes in real activity, such that with fixed government expenditures changes in revenue lead to opposite changes in government deficit and if deficit is monetised, the change in money supply results to changes in inflation. If the deficit is not monetised, then nominal interest rate may increase as a result of an increase in real interest and given that this process is anticipated then stock returns signal changes in expected inflation. Thus there is a negative relationship between the stock returns and unexpected inflation, since, expected inflation changes more than the proportionate change in actual inflation. Even when reversed, expectation of inflation increase (decrease) when negative (positive) shocks to the economy are signaled by a fall (rise) in stock prices. Although, Wahlroos et al. (1986) and McCarthy, Najand, and Seifert (1990), and Cochran and Defina (1993) fail to support the hypothesis, Wei and Wong (1992) found that in the post-war period, the hypothesis explained the spurious negative relationship between stock returns and expected inflation in all industries with exception of non-natural-resource industry. Ely and Robinson (1992) results using the rational expectation model of real stock returns, did not support the hypothesis that debt monetisation lies behind the performance of the stock market during inflationary time period. And although a counter cyclical monetary policy response is apparent, it does not appear to provide consistent explanation for the negative relationship between real stock returns and unexpected inflation. Lee (1999) tests the hypothesis assuming that the negative relationship is induced by negative correlation between inflation, uncertainty premiums and stock returns. The study uses two approaches, parametric model for conditional variances and uncertainty premiums, and non-parametric based on the rational expectations of inflation. Results from both approaches support the negative stock return-inflation relationship. 

Najand (1991) tests the risk premium hypothesis that increase in unanticipated inflation causes the market risk premium to rise, which in turn lowers current stock prices. This is based on the argument that unexpected inflation probably does depress the stock market by depressing real business profits. Using, data for US, UK, Germany and France, the study finds that market risk premium is positively related to uncertain inflation. However, there was no significant relationship between stock return variability and market risk premium except for Germany. 

The nominal contracting hypothesis argues that changes in subsequent inflation expectations cause a change in the market value of fixed-rate debt instruments, especially long-term debt, which, in turn, should be capitalized into the market price of equity. Dokko (1989) argues however of little, if any, supporting evidence for the theoretically anticipated wealth redistribution effects of inflation from bondholders (creditors) to shareholders (debtors). Wei and Wong (1992) also fail to get significant results to support the hypothesis. 

Abdullah and Hayworth (1993) use the Granger and Sim’s proportion to explain fluctuations in monthly returns in a VAR framework. They find that stock returns are positively related to inflation and money growth but, negatively related to budget deficit, trade deficits and also the short-term and long-term interest rates. Cochran and Defina (1993) use the error-correction model to find the effects of inflation on real stock prices. A negative relationship between inflation and real stock prices was found.

Danthine and Donaldson, (1986), Stulz, (1986), Kual, (1987), and Hess and Lee, (1999), derive the stock return-inflation relationship using equilibrium model. Danthine and Donaldson, (1986), use a modified Lucas (1978) exchange model which they adapt to a monetary setting by introducing real money balances and incorporating the governmental authority which issues new nominal money and taxes income to finance real spending. They find that the asset and commodity prices, rates of return, and rates of inflation are simultaneously determined thus not independent of one another. They conclude that there are possibilities of the stocks not being good hedges against inflation of a non-monetary origin, while the model suggests that stocks offer perfect protection over the long run against purely monetary inflation. Stulz, (1986), introduces money to Cox, Ingersoll, and Ross (1985), inter-temporal general equilibrium model of asset prices, so that the household holds cash balances in equilibrium. The results supporting the money demand explanation for stock return-inflation negative relationship. Kual, (1987) tests the hypothesis that the relationship between the stock returns and inflation is explained by the equilibrium process in the monetary sector. The relation could be negative, positive or insignificant depending upon the influence of money demand and supply factors. Kaul (1987) tests the hypothesis for US, Canada, UK and Germany in the post war period and found that money demand and counter-cyclical money supply effects cause the negative relationship. However, pro-cyclical movements in money, inflation, and stock prices lead to relationships that are either positive or insignificant. 

Hess and Lee (1999) explore whether the observed relationship between stock returns and inflation could be explained as a combination of two shocks, supply and demand disturbances. While the supply disturbances are real output phenomenon that cause a negative relationship between inflation and stock return, the demand disturbances are monetary phenomenon, explaining the positive stock return-inflation relationship. The study employs a BVAR of real stock returns and inflation for UK, Japan, Germany, and US. They decompose the shocks using Blanchard and Quah (1989) method. The results indicate that the relationship between stock returns and inflation can either be negative or positive depending on the source of inflation in the economy.

4.7
Stock markets and economic growth

Mckinnon and Shaw (1973) financial repression theory predicts positive relationship between financial development and economic growth. This is achieved through enhanced financial resource mobilisation and allocation of resources to the most productive economic activities. Thus, one target in the financial reform process for the emerging markets is that revitalisation of stock markets will enhance economic growth. The interaction between the stock market and real economic activities is analysed through two channels; one is that stock markets contain information that help forecasting real economic activities. Harvey (1989) analysis the relationship within the fundamental valuation of equity as depicted by the following model:
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where k is the discount rate, and E(dt+j) the expected dividend at time t+j. Assuming the discount rate is constant, and earnings are positively related to economic growth, when investor makes an upward revision of forecast of firm earnings with the expected boom, then the model suggests the stock prices will increase. Harvey (1989) however, demonstrates that stock market is not a predictor of economic activities, explaining that changes in stock prices could reflect expected changes in the economic activities and also changes in the perceived riskiness of stock cash flows. Thus, investors perception about riskiness of cash flows can confound the information about expected economic activities, giving a different signal. Fama (1991) argues that stock markets are a single leading indicator of the business cycle, while Silvapulle and Silvapulle (1999) examining the relationship between the stock market and unemployment in US, to find if the stock market predicts business cycle, provide strong evidence to support the notion that negative returns have significant effects on the unemployment rate. 

The second type of linkage is through the possible impact of stock market on aggregate demand particularly through aggregate consumption and investment. However, it should be noted that there is no definitive verdict on the causal direction between the stock market and economic activity. For example it is argued that as a prerequisite for stock market growth, it is imperative to have a pool of credit-worthy borrowers (Caprio, 1995). This condition is fulfilled in a growing and stable economy. On the other hand, with the non-performing development banks and declining foreign assistance to developing countries, revitalisation of stock markets offers an alternative source for long-term credit, such that development of stock markets becomes a precondition for economic growth. Greenwood and Smith (1997), illustrate that market formation is endogenous such that it requires some real sector development, while in turn it enhances growth by promoting the allocation of capital to its highest return uses alter the composition of savings and foster specialisation. Some studies, indicate insignificant role of stock markets in development process for example, Bencivenga, Smith,and Starr (1996), Levine (1991), Holmstorm and Tirole (1993), and Obstfold (1994), while others provide a strong stock market-economic growth relationship. Levine and Zervos (1998) for example, demonstrate that stock market liquidity and banking development positively predict growth, capital accumulation, and productivity improvements which is consistent with the views that financial markets provide important services for growth, and that stock markets provide different services from banks. However, they find that there was no robust link between size, volatility, and international integration with economic growth. Levine and Zervos (1996) attempts to qualify the role of stock development in economic growth by examining whether stock market is linked to long-run economic growth. They regress growth rate of GDP per capita on several variables to control for initial condition. The following model was fitted:
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Growth is measured as real per capita growth rate averaged over the relevant period; X is a set of control variables including initial income (log of initial real per capita GDP); initial education (log of initial secondary school enrolment rate); a measure of political instability (number of revolutions and coups); ratio of government consumption, expenditure to GDP, inflation rate, and black market exchange rate premium. Stock is the index for growth of the stock market. ( is a vector of coefficient on variable X, while ( is the estimated coefficient of stock; ( is a error term. Results using this model indicate a robust and positive relationship between the stock market development and economic growth.

Pagano (1993), Atje and Jovanovic (1993), Murinde (1996) and Greenwood and Smith (1997) analyze the relationship between the stock market and macroeconomic variables within the framework of endogenous growth models. The models portray feedback effects between financial growth and economic growth. This supports the literature that argues that stock price behavior influence policy actions. For example, poor performance of the listed companies may translate to smaller margins for the foreigner and if foreign trading is significant, outflow of capital will result into depreciation of exchanges rate. A feedback effect may be felt through the impact of exchange rate on interest rates. Similarly, with good performance of listed firms returns from shares will be more favorable and banks may offer higher interest rates to attract funds, which may raise the level of inflation. Thus arguing for a feedback effect between stock prices and policy variables. Such arguments are related to the Friedman hypothesis, which predicts that an increase in stock prices has positive wealth and negative substitution effect on demand for money. Positive effects could arise from implied increase in nominal wealth, where by increase in the expected return from risky assets relative to safe assets induce economic agents to hold large amount of safer assets such as money. Also, from an induced rise in the volume of financial transactions, which require high money balances to facilitate them. The negative effect implies that when stock prices rise, equities become more attractive compared to other components in the portfolio, causing shift from money to stocks. If positive effects with increased stock prices are dominant then it implies that monetary authority should allow for expansionary policy to achieve a given nominal income or inflation target and avoid the target being undershot. If the negative effect is dominant higher stock prices imply the need to tighten monetary policy. 

To illustrate the financial development-economic growth relationship, Pagano(1993) uses a simple (AK) endogenous growth model as follows:
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where Y is the aggregate output, which is a function of the aggregate capital stock (K). the model assumes stationary population growth, and production of one good that is used either for consumption or investment. Gross investment is defined as:
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where Kt is the physical and human capital, while ( is the depreciation rate. The model assumes a closed economy with no government, but with costs of intermediation such that the capital market equilibrium is achieved when gross savings (excluding transaction costs) equal gross investment. 
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Defining growth at (t+1) as gt+1=((yt+1)/(yt-1)) = ((kt+1)/(kt-1)), then a steady state is defined as;
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From this model, then financial development would affects growth through savings rate (s), proportion of savings channelled for investment ((), and the social marginal productivity of investment (A). Similarly, defining (1-() as the commission and fees that are charged by securities, brokers, and dealers, then, reduction in transaction costs enhances growth with more savings. However, Pagano(1993), points out that the relationship between the stock market development and economic growth could be ambiguous depending on the channel of interaction. For example, the relationship between interest rates and savings is ambiguous and the risk sharing through diversification.

Atje and Jovanovic (1993), analysis of the stock market-economic growth relationship to capture both the level and growth effect. They use Greenwood-Jovanovic (GJ) (1990) AK-structure model to capture growth effects, while the Mankiw, Romer and Weil (MRW) (1992) model used to capture the level of effects. The MRW is defined as follows:
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The model assumes technology and population growth are exogenously determined such that At = A0egt and Lt = L0ent. Per capital growth is defined as:
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si = (i = F,K,H) is the savings rate for financial, physical and human capital.

They find large effect of stock markets on subsequent development, and raise their surprise that despite the portrayed benefit, more countries were not developing their stock markets as quickly as a means to speed up economic development. 

Murinde (1996) analyses the relationship between economic growth and stock market development. Extending the works of Pagano (1993), Murinde (1996) defines the behavioural functions of the derived model starting with the proportion of savings channelled to investment:
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where BR = return in bond market; SR = return in the stock market; and µ = white noise error term.  Then, social marginal productivity of capital:
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where K/Y = capital-output ratio; ( = white noise error terms.

Savings ratio is given as:
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where MR = return in the money market; ( = white error term. On the basis of the above, the growth model is specified as:
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The model was tested using data for Hong Kong, Indonesia, Korea, Malaysia, Philippines, Singapore, and Thailand for the period 1960 to 1993. The Zellener’s model results indicate weak support of the role of emerging markets to economic growth, while in accounting for growth the results indicate a significant role of the stock market.

Stock market-economic growth relationship is also analysed through consumption, a component of the aggregate demand. Stock market changes are said to impact economic growth through the predictive effect and wealth effect. The predictive effect is based on the argument that, stock prices rise in anticipation of strong economic activity including consumer spending. Thus the change in stock market values are not a source of subsequent changes in consumption, but an indicator that subsequent changes are expected. The wealth effect is that changes in share value cause changes in consumption by relaxing the resource constraints that household face, thus a consumption smoothening effect.

Poterba and Samwick (1995), look at the relationship between stock market development and economic growth through the consumption side. They test predictive effect using the following model:
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(log ct = growth rate in real per capita consumption, (log pt-1  = lagged changes in real share prices, (log dt-1 = the lagged change in dividend payments for the stock. Results indicate that stock prices have a significant predictive power for future consumption spending. To capture the wealth effect, the study looks as to whether, stock returns forecast changes in consumption across different bundles. Consumer goods were categorised as luxury and non-luxury goods. However, little evidence of wealth effect on consumption was portrayed. 

Bonser-Neal and Dewenter (1999) investigate the relationship between stock market and economic growth through savings rate. It is noted that stock market impact on savings depends on, its effect on the savings return, riskiness of savings and response of individuals to these changes in return and risk. However, the effect of change in the rate of return on savings is ambiguous due to the substitution effect and income effect. They use a sample of 16 emerging markets for the period 1982-1993. The following model was fitted:
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Stj = private gross savings; Ztj = economic factors determining savings, real interest rate, real GDP growth, dependency ratio, per capita income, current account surplus, and budget surplus; SMDtj= stock market development. This is defined as the overall market size (ratio of market capitalisation to GDP), liquidity measure of the market relative to the size of the economy (ratio of value traded to GDP), and, the turnover ratio (ratio of value traded to market capitalisation). They found significant positive relation between gross private savings and stock market size and liquidity. 

Lee (1992) investigates the causal relations and dynamic interactions among stock returns, interest rates, real activity and inflation in the post-war period, using a 'four-variable VAR system'. The estimation results reveal the existence of unidirectional Granger-causality from stock prices to real activity. Nishat and Saghir (1991) investigate whether the stock market has important links to aggregate economic activity in Pakistan through the two components of aggregate demand i.e. consumption and investment expenditure. BVAR model was used to test for Granger-causality. Real GDP and an index of industrial production were used as measures of economic activity. Household consumption, investment expenditure and share price index data were used. The results accept the hypothesis of bi-directional or feedback relationship between stock prices and economic activity. It also concludes that the stock market in Pakistan was fully capable of channelling funds to the most productive sectors in the economy. 

4.6
Relationship between stock markets and other sources of investment financing 

Demirgüç-Kunt (1992) argues for unique role for both the banking and equity markets in developing countries. Testing for the relationship between debt and equity finance the existence of an active stock market increases debt capacity of firms. The results then implying that equity markets and financial intermediaries are complements such that existence of an active stock market results in increased volumes of business for financial intermedaries. Thus countries with well-developed stock markets tend to have well-developed financial intermediaries. Similarly, Murinde, (1993) argue that the development of stock markets facilitates reforms in the banking sector. It is to be noted that most problems in the banking sector stem from unbalanced capital structures in the company sector, especially where equity markets are non-existent (Dailami and Atkin, 1990). In this respect, the development of capital markets in LDCs has great implications for banking reform. 

Demirgüç-Kunt and Vojislav (1996), investigate fears that stock development will reduce volume of bank business. Noting that stock markets serve an important role even in well-developed banking sector as debt and equity are not substitutes, they conclude from their study that initial improvements in functioning of a developing stock market produce a higher debt-equity ratio for firms and therefore more business for banks.

To conclude, we note stock market development is influenced by the macroeconomic environment, which has implications on the response of the emerging stock markets to the dynamic policy environment in the era of structural adjustment programs. Theoretical literature however, portrays a bi-directional relationship, where stock market development in addition influences the macroeconomic environment through its impact on economic activities. Empirical literature however, indicates the direction of relationship between the stock market development and macroeconomic environment to be ambiguous. One factor that may be attributed to these results is the divergence between the theoretically implied channels of relationship, and the methods used for empirical tests. For example, theoretical literature portray the relationship to be both direct and indirect through the impact of macroeconomic variables on stock price fundamentals, however, most of the empirical tests capture direct relationship, even when indirect relationship is implied. Further, while macroeconomic theory suggests that most of the macroeconomic variables are endogenous, which calls for system of equation analysis, a lot of the empirical work is based on single equation analysis. In addition, when capturing the unanticipated shocks for monetary and fiscal policy, studies fail to test for stability of the fitted models, to ensure forecast robustness and avoid over and under estimation of unexplained element in the model.

5. Conclusions and promising research ideas

5.1
Conclusions

The paper has surveyed issues that relate to stock market development with special emphasis on ESMs; in some cases, the experience from the developed markets is used to make a contrast. The main theoretical underpinnings relating to stock market operations are reviewed, namely the EMH and market microstructure theory. In addition, the paper has examined the interaction between the stock market and macroeconomic variables as a basis for understanding the response of emerging stock markets to structural adjustment programmes which, in most developing economies, tend to be implemented during the revitalization process. 

5.1.1
Efficient market hypothesis

We reviewed theoretical and empirical literature on EMH hypotheses to identify theoretical expectations for an efficient market, and to show experiences of the various markets by looking at distributional characteristics of stock returns in developed and emerging stock markets. The main motivating factor was the argument that the stock markets make substantial contribution to the economy in ensuring efficient allocation and utilisation of resources, when they operate efficiently. Empirical results show rejection of the EMH hypotheses in both the developed and emerging stock markets. Stock returns are shown to be predictable, lepkurtostic, and with volatility clustering, which attributes reject the random walk and martingale process of return generation. However, there was no support that the return generation process could be deterministic chaos. Several factors are attributed to these results including, microstructure characteristics, behaviour of investors, and the fundamental and non-fundamental variables of stock returns. The literature however, does not show tendency of specific factors to dominate the two groups of markets despite their institutional and policy base differences. 

5.1.2
Microstructure theory

In the revitalization process, emerging markets have adopted continuous trading systems aimed at enhancing liquidity and efficiency of market operation. We reviewed the microstructure literature as a basis for evaluating the experiences of emerging markets in the light of the reforms being implemented in these markets. The literature demonstrates differences in trading system used by the developed and developing stock markets to define price discovery process. However, the theoretical literature on stock price behaviour captures developed market characteristics; hence, there is a gap in the theoretical literature on the appropriate theoretical model for emerging markets. For example, it is not clear what constitutes microstructure costs in the absence of a market maker. 

In addition, experiences with the different trading system portray deviations from the theoretical expectations across the markets. For example, while a call market is theoretically implied as an efficient price discovery process system, the evidence from intraday trading shows high volatility in returns. The main objectives stipulated in most shifts from call to continuous auction trading systems for emerging markets are to increase liquidity and enhance efficiency. However, the theoretical literature indicates that a continuous auction system has an inefficient price discovery process. The scanty literature on the experiences of emerging markets with the new trading systems portrays mixed results on the changes in microstructure characteristics. This raises the issue of the appropriate mix of trading system to yield optimal benefits. 

5.1.3
Stock market and macroeconomic environment

Developing countries are revitalizing their stock markets as they undertake structural adjustment programs, thus portraying dynamic policy changes. We thus reviewed the literature on the relationship between the stock market and macroeconomic policy variables in order to understand the impact of the liberalization processes on stock market development.  The theoretical literature portrays interactions between stock market development and various macroeconomic variables. The relationship is demonstrated to be bi-directional; not only the macroeconomic environment influences the development process of the stock market but also the stock market development influences the macroeconomic environment through its impact on various economic activities. However, the empirical literature indicates the direction of relationship between the stock market development and macroeconomic environment to be ambiguous. For example, results based on Granger-causality test show the relationship could be unidirectional, bi-directional or no relationship between macroeconomic variables and stock prices. One factor that may be attributed to these results is the divergence between the theoretically implied channels of relationship, and the methods used for empirical analysis. For example, the theoretical literature portrays the relationship to be both direct and indirect through the impact of macroeconomic variables on stock price fundamentals. However, most of the empirical tests capture direct relationship, even when indirect relationship is implied. For example, the interaction between stock prices and the exchange rate is analyzed as a direct relationship, while theoretical arguments indicate the relationship is implied through the impact of exchange rate changes on the firm cash flows. Further, while macroeconomic theory suggests that most of the macroeconomic variables are endogenous, which calls for system of equation analysis, a lot of the empirical work is based on single equation analysis. In addition, when capturing the unanticipated shocks for monetary and fiscal policy, studies fail to test for stability of the fitted models and their robustness in forecasting, which may help to avoid over and under estimation of unexplained element in the model. 

A major objective in the revitalization process is to enhance investment and growth through the provision of long term funds. However, the evidence reviewed seems to suggest that the contribution of stock markets to economic growth in emerging markets is minimal, despite the finding that some emerging markets are larger than the developed markets.

5.2
Promising research ideas

On the basis of the research reviewed in this paper, we summaries below a number of promising research ideas (PRIs):

PRI 1 is the need to identify the distributional characteristic of stock returns in emerging stock markets. The idea includes further empirical work on the EMH for the predictability of stock returns, the information effect of policy announcements, and some analysis of the second moments of stock returns. In addition, further work is necessary to explain the determinants of the distributional characteristic of stock returns in these markets. 

PRI 2 as to assess the expected gains from investing in institutional changes in the revitalisation process, for the emerging markets, and identify the main constraints in setting up an institutional structure that supports the growth of stock market. The idea here is to examine the market microstructure characteristics (including volatility, costs of trading, liquidity and efficiency of price discovery process) for the period before and after changes for specific institutional changes consistent with a stock exchange revitalization programme

PRI 3 suggests that given the differences in microstructure between the emerging and developed markets, it is imperative to develop a theoretical framework that reflect the characteristics of emerging stock markets. 

PRI 4 is to assess the response of the stock market to macroeconomic policies. The idea is to investigate the impact of financial liberalization (including, floating of exchange rate, relaxation of capital controls, globalisation, and monetary and fiscal policy reforms) on stock market development.  The research entails assessing the information effect, speed of adjustment and differences across the listed firms. 

PRI 5 is to assess the contribution of the stock market to economic growth. This idea  includes analysing the impact of the stock market on savings, consumption patterns, and investment. The research also entails analysing the capital structure of listed firms and their investment behaviour, in order to assess the contribution of the stock market in filling the financial resource gap. 

PRI 6 is to explore the interaction between the stock markets and the financial sector in general.  The idea is to assess the complementarity and substitutability between the financial intermediaries and stock markets in their growth and contribution to the development process, as well as implications for income distribution and poverty reduction.  Indeed, a key question is: what role can emerging stock markets play in poverty reduction in developing countries? 
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Appendix Table 1:
Performance indicators for emerging stock markets (ESMs)

 and developed stock markets (DSMs), 1980-1992

Variable
DSM
ESM
F-value

Ratio of Value traded to Market Capitalization (1)
.0346
.3022
.1267

Ratio of Market capitalization to GDP(2)
.3729
.1546
16.18**

Real Market capitalization per firm(3)
5.1568
2.7295
157.8**

PE ratio(4)
17.7233
14.6504
3.217*

Real dividend yield(5)
.0372
.0406
3.574*

Real market capitalization(6)
.2107
.2970
4.020**

1= measure of market efficiency

2, 3 = measure the size of the market

4, 5,6 = indicator of the pricing mechanism

Note: Significance level of univariate F-test for differences in mean value *** 1% level; **5% level; *10% level.

Source: Kumar and Tsetsekos (1999)







� Caprio and Demirgüç-Kunt (1998) note that a significant part of lending by the World Bank and other multilateral development banks was originally channeled through DFIs and was aimed at correcting for the dearth of long term credit. However, in 1980s when the DFIs faced severe portfolio problems, World Bank loans to these institutions dropped dramatically from 11% of new credits in 1989 to only 2.4% in 1993. 


� According to IFC (1993, p.3), the term ESMs refers to any stock market in a developing economy with potential to mature. Divecha, Drach and Stefek (1992, p.xx) defines ESMs in terms of the following attributes: (a) securities that are traded in a public market; (b) is not developed market (as defined by countries within the Morgan Stanley Capital International Indices or Financial Times Indices); (c) is of interest to global institutional


 investors; (d) has a reliable source of data.


� In addition, Khambata (2000), categorizes the emerging markets into four groups: Group 1 - market at early stages of development with few quoted companies, small capitalization, high concentration, low liquidity, high volatility, and comparatively rudimentary institutional set up; Group 2 - higher liquidity, more quoted companies, foreign investor interest, small equity in relation to the economy; Group 3 - market return less volatile, accelerated growth in trading activities, and volume of shares issued, expanded capitalization and growing interest in developing mechanism to transfer risk; Group 4 - more mature with high liquidity and trading activity, substantial financial depth, equity risk premium close to international competitive levels.








�  The convergence story is consistent with evidence obtained by Murinde, Agung and Mullineux (1999).  Moreover, as Green, Maggioni and Murinde (2000) have shown there are important regulatory lessons that emerging stock markets can learn from studying the historical development of developed stock markets.


  


� Market efficiency is defined at three levels, weak-form efficiency, semi-strong efficiency and strong-form efficiency. 





� This includes; cross board, block trade, odd lot trades, cash trades, and foreign board.


� A market maker is a specialized financial intermediary who standby ready to trade on either side of the market for his/her own account when an order arrives. A buyer purchases security at the market maker ask price while a seller sells securities at the bid price. In case of excess buy or sell order a market maker accommodates traders through inventory adjustments and adjusts bid and ask prices to balance the order flow (O’Hara and Oldfield, 1986 and Flood, 1991).











� Transparency is defined as the extent to which market makers can observe the size and direction of the current order flow.





� The trade weighted exchange rate is derived from the weights in the Multilateral Exchange Rate Model (MERM) computed by the International Monetary Fund. End-of-period exchange rates are constructed from MERM weights and end-of-period bilateral weights. Changes in the value of the firm, Rit, are measured by the rate of return on the companies’ common stocks. 








� The theory in Bodnar and Gentry (1993) and Bartov and Bodnar (1994) predicts an indirect relationship between the exchange rate and stock market. The economic theory argument that profitability and value of firms increases (decreases) with unexpected depreciation (appreciation) of the currency as it impacts on cash flows. It is also argued that exchange rate movements are felt by altering the domestic currency value of foreign currency denominated fixed assets and liabilities. A third channel is through spillover effects for firms not involved in international trade or through the impact on foreign currency denominated inputs. Bodnar and Gentry (1993) note that appreciation of home currency induces a shift of resources from traded to non traded industries as long as capital is more sector specific than other inputs to production. Such reallocation causes the market value of capital in non-traded goods industries to rise relative to market value of traded good industries, such that there is a positive relation between the value of non-traded goods industries and appreciation of foreign exchange. 





 





Error! Main Document Only.
1

_1017861092.unknown

_1017863270.unknown

_1020698758.unknown

_1020700076.unknown

_1020703997.unknown

_1020704226.unknown

_1020704408.unknown

_1020704084.unknown

_1020703870.unknown

_1020699157.unknown

_1020700054.unknown

_1020698879.unknown

_1017934636.unknown

_1020698240.unknown

_1020698385.unknown

_1020698190.unknown

_1017877593.unknown

_1017923990.unknown

_1017924170.unknown

_1017924605.unknown

_1017924729.unknown

_1017924032.unknown

_1017923100.unknown

_1017923879.unknown

_1017922609.unknown

_1017865429.unknown

_1017866153.unknown

_1017865256.unknown

_1017862037.unknown

_1017862387.unknown

_1017863074.unknown

_1017862321.unknown

_1017861915.unknown

_1017861966.unknown

_1017861587.unknown

_1015219497.unknown

_1015219514.unknown

_1015219522.unknown

_1017860851.unknown

_1017860970.unknown

_1015354432.unknown

_1015854384.unknown

_1015355966.unknown

_1015219523.unknown

_1015219519.unknown

_1015219521.unknown

_1015219518.unknown

_1015219501.unknown

_1015219504.unknown

_1015219508.unknown

_1015219502.unknown

_1015219499.unknown

_1015219500.unknown

_1015219498.unknown

_1015219116.unknown

_1015219484.unknown

_1015219487.unknown

_1015219488.unknown

_1015219486.unknown

_1015219144.unknown

_1015219482.unknown

_1015219483.unknown

_1015219180.unknown

_1015219481.unknown

_1015219147.unknown

_1015219131.unknown

_1015219054.unknown

_1015219102.unknown

_1015219113.unknown

_1015219068.unknown

_1013465543.unknown

_1015219017.unknown

_1015219020.unknown

_1015218933.unknown

_984059579.unknown

_984059592.unknown

_984059619.unknown

_984059561.unknown

