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Summary. We used a tailored survey design to obtain a more representative response. Para-
data from previous consumer sentiments surveys and register information were used to stratify
the sample into groups that differed in contact and co-operation propensity. We approached
an experimental sample of 3000 households with a Web–mail–computer-assisted telephone
interviewing sequential mixed mode strategy. The choice of initial mode and the subsequent
computer-assisted telephone interviewing approach were tailored to the expected contact and
co-operation propensities of the sample units. In the computer-assisted telephone interview-
ing follow-up of non-respondents, co-operation was manipulated by assigning specific inter-
viewers to specific sample units. Contact was manipulated by timing, spacing and prioritizing
calls. The tailored fieldwork strategy was successful in significantly increasing representative-
ness, while maintaining the level of response and costs. Representativeness was determined by
R-indicators.

Keywords: Adaptive design; Non-response bias; Paradata; Representative response; R-
indicators; Tailored design

1. Introduction

For many years survey practitioners have struggled to attain high response rates as a safeguard
against biased survey results. Various circumstances force us to rethink this strategy. Response
rates in household surveys are becoming lower (de Leeuw and de Heer, 2002). More effort is
required, so the costs of obtaining acceptable response rates rises (Starick and Steel, 2012).
Also, response rates are not necessarily good indicators of non-response bias (Curtin et al.,
2000; Keeter et al., 2000; Groves and Peytcheva, 2008; Heerwegh et al., 2007).

Non-response may have different implications for different variables within one survey. The
mechanisms causing non-response may be different for different groups. This implies that sur-
vey designs need to minimize potential bias across various domains of the key survey variables.
Recent research addresses these issues. Groves (2006) advised to replace the blind pursuit of
high response rates by informed pursuit, guided by knowledge of the relationship between
response-stimulating measures, the groups that are sensitive to them and their influence on
survey estimates.

Groves and Heeringa (2006) used the term ‘responsive design’ for survey designs where the
status and the treatment of sample units are made dependent on an estimate of their contribu-
tion to the final survey result, relative to the costs of obtaining that result. Characteristic for the
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approach is that analyses of costs and errors calculated during fieldwork may lead to decisions
and design alterations in mid-course (Groves and Heeringa, 2006; Mohl and Laflamme, 2007;
Gambino et al., 2010). Responsive survey designs are especially useful in settings where little
is known about the sample beforehand or little information about the effectiveness of treat-
ments is available from historic data. Sometimes, however, information is available on sample
units from registers or prior panel rounds. Also, on-going surveys may yield information about
the response propensities of groups of sample units. Such information can be used to design a
tailored or differential approach before the survey starts.

Several researchers have studied the use of prior knowledge in designing differential designs.
Wagner (2008) introduced the terms adaptive and dynamic design to describe differential survey
designs tailored to the characteristics of sample units. Previous experience with similar sample
units in similar surveys provides insight in how to treat each sample unit. Adaptive design allows
treatment to vary with time, using rules specified before data collection. Peytchev et al. (2010)
similarly described how experience in previous panels is used to prioritize sample units with a
low predicted response propensity to diminish non-response bias.

Like responsive designs, adaptive and dynamic designs may also base their design on paradata
such as interviewer observations on housing units or neighbourhood characteristics, and on pro-
cess and administrative data produced as auxiliaries to survey data collection. Examples are the
timing and outcome of call attempts, the nature of the interaction with household members,
how long the interviews took, the reluctance of the interviewee and the mode of communication
(Couper, 1998; Couper and Lyberg, 2005; Lepkowski et al., 2010; Durrant et al., 2011).

Whether designs are altered during fieldwork, or whether they are tailored to specific sub-
groups before fieldwork begins, what these approaches have in common is a differential fieldwork
strategy, aimed at minimizing non-response bias and survey costs, while trying to maintain sur-
vey response at a level that is necessary for precise survey estimates (Schouten, 2010). Although
calculating the response rate is a relatively straightforward task (e.g. American Association
for Public Opinion Research (2008)), calculating costs and bias is far less so (Groves, 2004).
Bethlehem (2002) defined non-response bias as the ratio of the covariance between the survey
variable and the response propensity to the mean propensity. If there is no correlation between
a target variable and response behaviour, the estimator is approximately unbiased. However,
the stronger the relationship between a target variable and response behaviour, the larger the
bias is. The size of the bias also depends on the amount of non-response.

However, one may encounter difficulties when using the formula that was proposed by Beth-
lehem (2002) to determine bias in a survey. The difference between respondents and non-
respondents may be unknown for any number of target variables. Also, different sample
estimates within the same survey can be subject to different non-response biases, making it
difficult, if not impossible, to design a fieldwork strategy for minimizing overall bias.

These considerations led Schouten et al. (2009) to propose an alternative quality measure, the
‘representativity’ indicator or R-indicator, that measures the similarity between the response
and the sample of a survey. The response that is obtained in a survey is defined to be represen-
tative if the individual response propensities are equal for all units in the population. Let ρX

denote the response propensity function for variable X, say age, i.e. ρX.x/ is the probability of
response of a population unit with value X = x. X in general is a vector of relevant auxiliary
variables, e.g. age and sex. The distance between two vectors of response propensities ρ1 and ρ2
is expressed by using a function d :

d.ρ1, ρ2/=
√ {

1
N

∑
U

.ρ1,i −ρ2,i/
2
}

, .1:1/

where N is the population size, U the population and i the unit.
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Given equation (1.1), the indicator of representativeness, or R-indicator, is defined as the
distance between ρX and the survey response rate ρ:

R.X/=1−2d.ρX, ρ0/=1−2S.ρX/: .1:2/

d is the standard deviation S of the response propensities for different values of X. A transforma-
tion in equation (1.2) is made so that R∈ [0, 1]. A value of 1 represents a perfect representative
response, whereas a value of 0 indicates the largest possible deviation from a representative
response.

The R-indicator describes the representativeness of the response given the whole of a vector
of auxiliary variables. However, it is crucial to know which (vector of) X and which category
within X are responsible for the deviation of representativeness when developing an adaptive
or tailored fieldwork design, or when monitoring fieldwork in view of a responsive design (see
for example Schouten et al. (2010)). For that, so-called partial R-indicators can be employed.
Unconditional and conditional partial R-indicators are distinguished. Unconditional partial
R-indicators describe the effect of each variable separately, whereas conditional partial R-indi-
cators adjust the effect of one variable for the effect of other variables.

Schouten, Cobben and Bethlehem (2009) described how the R-indicator can be used as a tool
for comparing different surveys, surveys over time or different data collection strategies and
modes. The present study was set up as part of a large international research programme, the
‘RISQ’ project (http://www.risq-project.eu), aimed at developing R-indicators and
studying their use in monitoring and controlling fieldwork. See Schouten and Shlomo (2010),
Schouten, Cobben and Bethlehem (2009), Schouten, Morren, Bethlehem, Shlomo and Skinner
(2009) and Shlomo et al. (2009a, b) for details.

In this paper, we describe how to obtain a more representative sample by using a tailored
survey design. In an experimental setting, a standard uniform survey design was compared with
a tailored adaptive design. Paradata from previous consumer sentiment surveys and information
on sample units that is available in registers were used to predict the contact and co-operation
propensities and at-home patterns of sample units in a new wave of the Survey of Consumer
Sentiment (SCS). The tailored design sought to reduce the variability in response propensities
of sociodemographic and socio-economic groups. It did so by stimulating response of sample
units with low response propensity, while curbing those with high response propensity. This was
done by assigning sample units to different modes (Web and mail) in an initial approach, and
by differentiating the timing and number of computer-assisted telephone interviewing (CATI)
contact attempts, and the interviewers assigned to specific sample units in the follow-up ap-
proach. Two constraints were important in developing the design: fieldwork should cost no
more than for the standard SCS, and the response rate had to be maintained.

A major consideration in the design was to obtain a representative response in each step of
the fieldwork: the first (Web–mail) wave, the CATI contact phase and the CATI co-operation
phase. That meant that we would sometimes curb the chance of contact of sample units with a
high contact propensity, while stimulating the same group with a low co-operation propensity.

In Section 2 we outline the design of the experiment. In Section 3 we describe the results of
the experiment in terms of the response rates that were attained, the representativeness of the
response in control and experimental groups, and the costs. Section 4 discusses the findings.

2. Method

We used the SCS as a vehicle for the experiment. The SCS is an on-going cross-sectional CATI
survey, conducted among 1500 households of whom a listed telephone number can be found.
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Questions may be asked of any person in the household core (the head of household or partner).
The questionnaire takes about 8 min to complete. Questions are related to sentiments about the
household’s economic situation and expenditure. Fieldwork is conducted in the first 10 work
days of each month. This experiment was conducted in October and November 2009, alongside
the regular SCS, during the same 10-day fieldwork periods, with a similar sampling method
and sample size, and the same interviewers. The regular SCS served as the control group for the
experimental manipulations.

To achieve better representativeness at the same costs, we chose a mixed mode design for
the experiment, in which a mail and/or Web round was followed by a CATI follow-up of non-
respondents. Mail and Web questionnaires cost less to administer than CATI questionnaires
and can reach respondents who are otherwise difficult to contact and/or convince to co-operate.
As it is not feasible to conduct a mixed mode design as well as the CATI follow-up within 10
days, we did the Web–mail part of the survey a fortnight before the first 10 days of the month
that is traditionally reserved for the SCS. Sample units received an advance letter with a Web link
and/or a mail questionnaire. 1 week later, we sent a reminder. Another week later, we started
the CATI follow-up.

The fieldwork strategy of the experiment was based on the response propensities of sample
units in two data sets. First, historic SCS data were used to identify groups with low, medium
and high contact and co-operation propensities in this telephone survey. The data set contained
paradata about the response behaviour of about 18000 sample units. We determined for all
sample units whether they were contacted and co-operated, how many attempts were needed
and at what time these attempts were made. The propensity to respond in either a Web or mail
mode was gauged from the paradata of another survey: the safety monitor in 2008 (Kraan
et al., 2009). In 2008 the previously single-mode annual computer-assisted personal interview-
ing survey was redesigned to a mixed mode Web, mail, CATI and computer-assisted personal
interviewing design with a net sample size of 62803 respondents.

First the sample units were invited to complete a Web questionnaire. A mail questionnaire was
available on request. Groups with a high propensity to co-operate in the SCS turned out also to
have a high propensity to co-operate in Web surveys, whereas the opposite was true for groups
with a low co-operation propensity in the SCS. The Web response in the safety monitor of the
group with a high propensity to co-operate in the SCS was 31.3% , whereas the Web response in
the group with a low propensity to co-operate in the SCS was 4.8%. In contrast, the mail response
was relatively high in the group with low CATI co-operation propensity (13.5%), against 6.4%
in the group with the high CATI co-operation propensity. Our conclusion was that we needed
a Web questionnaire to cut the costs of the tailored design, but also a mail questionnaire to
obtain co-operation from households with the lowest co-operation propensities.

2.1. Web–mail wave
With the aim of representativeness in the first wave in mind, sample units with a low co-opera-
tion propensity received a mail questionnaire, sample units with a high co-operation propensity
received an invitation to the Web survey, and the middle groups were given a choice. The historic
safety monitor data showed that we should not expect a substantial Web response from the group
with the lowest co-operation propensity but could expect a relatively high mail response. This
group mainly consists of elderly people, often without access to the Web (Statistics Netherlands,
2011), and (first-generation) ethnic minorities. We expected that the shorter, simpler advance
letter of the mail-only condition and the short, simple paper questionnaire could persuade this
difficult group to participate. The group with the highest co-operation propensity hardly used
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the mail option in the safety monitor. Because we could expect a relatively high response in the
Web mode from this group, and because of cost considerations, we decided not to send this
group a paper questionnaire. The groups between these two extremes were given the choice and
received an invitation to the Web survey as well as a questionnaire on paper.

2.2. Telephone wave
Non-response from the first wave was followed up by CATI. We attempted to stimulate co-oper-
ation and contact for groups with low co-operation and contact propensities, and to curb those
for groups with high co-operation and contact propensities.

To influence the chance of making contact, we defined different call schedules for the different
contact propensity groups. Groups with a high contact propensity were primarily called during
the day and were started later in the fieldwork period. Apart from freeing valuable capacity for
evening calls, this was also cost effective, as daytime shifts are paid 20% less than evening shifts.
Households with the lowest contact propensity, however, were to be called in every shift (morn-
ing, afternoon and evening), every day of the fieldwork period. The group with the low–middle
propensity was called in the evening for the first two contact attempts. Subsequent attempts were
made alternating between day and evening. The group with the high–middle contact propensity
received the same default treatment as the control group: the regular SCS.

The rationale for these call schedules was based on analyses of paradata of historic SCS data
and computer-assisted personal interviewing surveys (van Veen, 2004; Luiten et al., 2007). The
group with a high contact propensity consisted largely of elderly people, who can be reached
during the day and usually need only one or two contact attempts: hence the decision to call
during the day and to start fieldwork later. The strategy for the group with the lowest contact
propensity, to call every day in every shift, obviously optimizes the chance of contact. The
third group consisted largely of working households with younger children. There was a greater
chance of contacting them in the evening but, if the first two attempts failed, we would spread
the calls.

We manipulated the assignment of sample units to specific interviewers to influence the prob-
ability of co-operation. On the basis of SCS paradata, interviewers were classified according to
their response rates achieved in 2008 and 2009 (82%, 76%, 72% and 66%). The best interviewers
called the households with the lowest co-operation propensity. The interviewers with the lowest
response rates called those with the highest propensity. And the group in between called on
the middle group. The hypothesis was that low co-operation propensity would be stimulated,
and high propensity curbed. If their workload permitted, interviewers could always call ‘easier’
addresses, but never ‘more difficult’ ones. The assignment of groups of addresses to groups of
interviewers was handled by the CATI management system. See the Blaise CATI guide (Westat,
2004) for details on creating differential call schedules and allocating specific interviewers to
specific addresses.

2.3. Selection of auxiliary variables for the tailored design
The objective in this experiment is to improve the representativeness of the survey response.
But for which variables do we want the response to be representative? Auxiliary variables
may relate to response behaviour, to one or more of the key survey variables or to the main
publication domains. By the last we mean subpopulations that appear as marginals in pub-
lication tables and other publication statistics. When the assessment of response representa-
tiveness is used to compare multiple surveys, then it is necessary to select variables that relate
to response behaviour, and are generally available in many surveys (Schouten, Cobben and
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Table 1. Linked data to the SCS

Variable Categories

Household level
Ethnic group Native Dutch, Morrocan, Turkish, Suriname–Netherlands Antilles,

other non-western, other western, mixed and unknown: for the present
analyses aggregated to native, ethnic minority, mixed and unknown

Sex All male, all female, mixed, unknown
Average age of household core 15–30, 31–44 and 45–65 years; over 65 years, unknown
Type of household Single, partners without children, partners with children, single

parents, unknown

Postal code area level
Degree of urbanization Very strong, strong, moderate, low, not urban, unknown
Percentage non-western non-natives Very high, high, average, low, very low, unknown
Average monthly income Quartiles

Bethlehem, 2009). For use in tailored survey designs, it is important that variables relate ei-
ther to the key survey variables or to the main publication domains (Bethlehem and Schouten,
2009).

Both SCS and experimental samples were linked to the social statistical database of Sta-
tistics Netherlands. This database is an integrated register based on registrations of all kinds
of subjects. It contains administrative information on individuals, households, jobs, benefits,
pensions and income. The sample addresses were matched on the basis of a precise combination
of address, house number and date of contact. The variables that were used for this experiment
are related to the key variables of the SCS. Table 1 summarizes them.

The registers contain information on individuals. As the SCS is a household survey, the
individual level information was aggregated to household core level (head of household and
partner). So, the variables ethnic group and sex have a category to indicate a mixture of the cat-
egories on the personal level (e.g. mixed native–ethnic minority). Some information is available
only at the postal code level, which is quite a narrow geographical area around the sample unit’s
house.

Each variable has a category ‘information not available’. This is concerned with linking
sample units to registers. Registers are never entirely up to date: people move, dwellings are
built or demolished, and unregistered people may lead to unavailable information at the indi-
vidual, household or postal code level. Rather than treating these absent data as missing values,
they are incorporated as meaningful values. The amount of absent data for each category is
about 5%, with the exception of ethnic group, where it amounts to almost 11%.

2.4. Defining groups with differential contact and co-operation propensities
We determined which groups are over- or under-represented in the historical SCS data by
calculating partial R-indicators. Contact and co-operation propensities were calculated sep-
arately because measures to stimulate contact may be different from measures to stimulate
co-operation. See Table 2 for these partial R-indicators. These propensities were then projected
on the sample units for the experiment. Co-operation was defined according to American Asso-
ciation for Public Opinion Research definition COOP2 (American Association for Public Opin-
ion Research, 2008) as the number of complete and partial interviews divided by the number
of interviews (complete plus partial) plus the number of non-interviews that involve the identi-
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Table 2. Unconditional and conditional R-indicators for historic SCS data

Unconditional R-indicators (×1000) Conditional R-indicators (× 1000)

Contact Co-operation Response Contact Co-operation Response

Age (years) 31 62 47 18 35 17
<30 −23 3 −8 5 12 0
30–44 −13 29 16 13 27 2
45–64 8 18 22 5 29 12
� 65 14 −51 −38 8 58 14

Sex 33 53 66 7 1 7
Male(s) −28 −16 −35 3 0 3
Mixed 17 30 38 0 0 0
Female(s) −8 −40 −41 2 0 2

Household composition 35 61 75 10 13 19
Single −17 −40 −52 1 2 5
Partners, with children 9 12 15 4 2 5
Partners, no children 14 32 40 3 1 5
Single parent −7 −1 −2 1 6 12

Ethnic group 27 24 31 8 9 14
Native Dutch 25 17 19 2 1 4
Foreign −11 −14 −23 5 7 16
Mixed 1 10 8 1 0 1

Income in quartiles 11 71 64 6 30 25
< 1600 5 −55 −47 1 51 33
1600–1900 4 9 3 0 17 9
1900–2300 9 39 38 0 19 18
>2300 2 22 20 2 2 1

Urban density 37 28 31 9 9 10
Very strongly urban −14 −8 −18 4 0 4
Strongly urban 3 3 4 1 3 4
Medium urban density 3 5 6 0 0 0
Low urban density 3 6 6 0 0 0
No urban density 7 −5 2 1 4 1
No information available −33 −25 −23 0 0 0

% non-western foreigners in area 12 16 18 2 10 8
Less than 5% 7 −1 4 0 1 1
5–10% −4 4 4 0 1 1
10–20% −5 7 2 0 3 2
20% and more −5 −2 −6 0 0 0
No information available −6 −14 −16 0 6 3

fication of and contact with an eligible respondent (refusal and break-off plus other). Contact
was defined according to American Association for Public Opinion Research definition CON1,
which assumes that all cases of indeterminate eligibility are eligible.

We used a sum score to determine whether the expected contact and co-operation propensity
was low, medium or high. For example, the partial R-indicators showed that elderly households,
low income households, households of non-Dutch origin, households in a neighbourhood with
a high percentage of people of non-Dutch origin and singles were less likely to participate than
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Table 3. Co-operation and contact rates in groups with low, medium and high co-operation and contact
propensity in historic SCS data

Propensity Co-operation (%) Propensity Contact (%)

Low co-operation propensity 56.5 Low contact propensity 88.5
Low–medium co-operation propensity 67.5 Low–medium contact propensity 92.5
High–medium co-operation propensity 72.5 High–medium contact propensity 94.2
High co-operation propensity 78.5 High contact propensity 95.7

the other households. A household would receive a ‘risk point’ for each of these socio-demo-
graphic groups that it belonged to. The more risk points, the lower the co-operation propensity
is, i.e. a low income elderly household had a lower co-operation propensity than a high income
elderly household.

We did a similar exercise with chance of contact. Young households, singles or partners with-
out children, households in highly urban areas, ethnic minority households and households
living in neighbourhoods with a high percentage of ethnic minorities appeared to have a low
contact propensity. Again, the more ‘risk points’ the lower the contact propensity is. On the basis
of these analyses, each sample unit was classified as having a high, medium–high, medium–low
or low contact propensity and having a high, medium–high, medium–low or low co-operation
propensity. Table 3 shows non-contact and co-operation rates for these groups in historic SCS
data.

2.5. Fieldwork in the control group
The regular SCS is a single-mode—telephone-only—survey. No information on the character-
istics of the households is available beforehand. All households have an equal probability of
being selected in the day batch, although households with whom appointments are made are
prioritized. About 80% of the fieldwork is performed during the evening shifts. During daytime
shifts, an interviewer is present to call appointments made for daytime. He or she uses spare
time to phone other numbers. Interviewers are assigned to the SCS on the basis of availability,
not ability or experience.

Supervisors determine daily whether the work is progressing well and whether it makes sense
to call an address additional times. The decision is based on the overall response rate. An advance
letter is sent some days before starting fieldwork, which is the same as in the experimental group.
No incentives are given or promised, and no attempt is made to convert refusals in the regular
survey or the experiment.

3. Results

3.1. Response
Table 4 shows response results for the regular SCS and the experiment.

In both months, the number of response cases was slightly higher in the experimental group,
but the difference was not significant. Truly ineligible cases (0.8% in the control group and 0.5%
in the experimental group) were collapsed with cases of unknown eligibility.

The ineligible cases turned out not to be households. The cases of unknown eligibility have
disconnected telephone numbers, or numbers that do not belong to the sample address. As
these cases are not followed up, they are called ineligible but are counted as a non-response.
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Table 4. Response results in the SCS and experimental group

Category SCS Experiment

N % N %

Ineligible 225 7.5 144 4.8†
Non-contact 196 6.5 183 6.1
Not present during fieldwork period 73 2.4 62 2.1
Not able (ill, dementia) 115 3.8 122 4.1
Language problems 40 1.3 26 0.9
Refusal 467 15.6 548 18.3‡
Response 1884 62.8 1915 63.8

Response Web–mail 1081 36.0
Response CATI 834 27.8

†p < 0.001.
‡p < 0.05.

The collapsed amount of ineligibility was significantly less in the experiment than in the control
group (χ2

.1/ = 19:37; p < 0:000). As the percentage of ineligibility is typically stable within the
SCS across months (the mean percentage of ineligible sample units in 2009 is 8.4%, standard
deviation 1.3), the lower percentage of ineligible addresses in the experimental group can only
be attributed to mail or Web participation of households that we would otherwise not have
been able to reach, because their number had been disconnected. Analysis of the paradata of
the historic SCS shows that disconnected numbers are found mostly in households with a high
non-contact and non-co-operation propensity. Sending a mail questionnaire to these addresses
contributed substantially to a better representative response. Surprisingly, the number of refus-
als was higher in the experiment than in the control group (χ2

.1/ =4:23; p<0:05). In Section 3.5
we shall elaborate on this result. No differences were found in the other non-response categories.

3.2. Predicted contact and co-operation
Before interpreting the results of the experimental manipulation, we evaluated whether the es-
timated co-operation and contact propensities proved to be predictive of the actual outcomes.
Table 5 shows co-operation and contact rates of propensity groups in the regular SCS. The
prediction proved to be quite accurate: so, the higher the predicted contact propensity, the

Table 5. Co-operation and contact rates in groups with low, low–medium, high–medium and high contact
and co-operation propensities in the SCS control group

Propensity Co-operation N Propensity Contact N
(%) (%)

Low co-operation propensity 62.7 630 Low contact propensity 84.2 814
Low–medium co-operation 68.4 493 Low–medium contact 94.5 455

propensity propensity
High–medium co-operation 75.3 674 High–medium contact 95.7 896

propensity propensity
High co-operation propensity 79.2 1100 High contact propensity 96.9 732
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higher the actual contact rates and, the higher the predicted co-operation propensity, the higher
the actual co-operation rate.

3.3. Representativeness
In this section we examine the effect of the adaptive design on measures of representativeness,
the R-indicator and partial R-indicators. Table 6 shows the value of the R-indicator for the
response compared with the sample, as well as the R-indicator for each step in the fieldwork
process: the representativeness of the eligible part of the sample, of those contacted from those
eligible, of those able to co-operate from those contacted (sample units able to co-operate speak
the language sufficiently well and are not too ill), and of those actually co-operating from those
able to co-operate. As Table 6 shows, the R-indicator of each subsequent step is higher in the
experiment than in the control group, with the exception of ‘being able to co-operate’. Only for
the R-indicator of response do the confidence intervals not overlap, however, and the one-sided
null hypothesis H0 : Rcontrol −Rpilot �0 is rejected at the 5% level.

Analysis of the partial R-indicators shows how the experimental manipulations affected
sample composition (Table 7). Partial indicators ideally have values equal to 0. Large uncon-
ditional partial indicators show that a variable has a strong effect on representativeness. Nega-
tive values indicate under-representation; positive values over-representation. Large conditional
partial indicators correspond to a large effect even after conditioning on the other auxiliary vari-
ables. Contrary to the situation for the unconditional partial indicators, a positive or negative
sign cannot be assigned to conditional partial indicators. This is because the sign may be differ-
ent for each subclass of X. In some subclasses a certain age of the head of the household may
have a positive effect on the response whereas in others it may have a negative effect.

The following section illustrates the use of partial R-indicators in evaluating the effects of
the experimental manipulation. We shall not go into detail for all variables and all columns but
illustrate the interpretation with the variables sex and age. No estimator for the variance of a
partial R-indicator has yet been developed (the methodology to calculate confidence intervals
became available in the second half of 2012), so we cannot draw strong conclusions about the
extent of the deviation from the representative response. The analysis illustrates, however, that
all auxiliary variables in the experiment deviate less from representativeness than in the control
group in the unconditional analysis, and also mostly so in the conditional analysis.

Table 6. R-indicators and 95% confidence interval CI for eligible, contacted,
able and co-operating cases and overall response in the SCS and experiment

Case SCS Experiment

N R CI N R CI

Sample 3000 3000
Eligible 2774 0.84 (0.813–0.865) 2856 0.85 (0.856–0.905)
Contacted 2578 0.83 (0.801–0.856) 2673 0.89 (0.842–0.895)†
Able 2350 0.86 (0.832–0.881) 2463 0.85 (0.831–0.877)
Co-operating 1884 0.87 (0.842–0.896) 1915 0.89 (0.862–0.911)

Response 1884 0.77 (0.743–0.799) 1915 0.85 (0.821–0.872)‡

†p< 0:10:
‡p< 0:05:
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Table 7 shows the results of the analysis of unconditional partial R-indicators for each step
in the fieldwork process, and the conditional partial R-indicators for response only. For each
auxiliary variable, the italic value is the composite contribution of the variable to representa-
tiveness; the other values describe the positive or negative contribution of the categories of the
variable. For example, in the ‘response’ columns, the unconditional partial R-indicators show
that the variable with the largest deviation from representativeness is sex, both in the control
group and, to a lesser extent, in the experiment.

The category level information shows that households that are all male and all female are
under-represented, whereas mixed gender households are over-represented. As single-sex house-
holds are mostly single households, and often either young or old, conditioning on the other
auxiliary variables removes part of the influence of the variable, although sex is still the variable
with the largest deviation in the control group.

Inspection of the category level variables shows that this is caused by the under-representation
of single males. In the experiment, deviation from representativeness of sex has become smaller,
and especially the males are far better represented. The unconditional R-indicators show that
men in the experiment co-operated relatively well in the Web–mail first round and were also
over-represented in overall co-operation. They were still under-represented in contact, however.
This results in a nearly perfect representation of men in the response of the experiment.

Another illustration concerns age, which was a category that was explicitly targeted in the
design. Young households were stimulated in the contact phase, whereas elderly households
were stimulated in the co-operation phase. The partial R-indicators show that the adaptive
design was successful in augmenting representativeness of this variable. The unconditional
R-indicators at the (italic) variable level for contact, co-operation and finally response are lower
for the experiment than for the control group. Unconditionally, the under-representation of the
young households is lower in the experiment than in the control group (−12 versus −41). The
conditional R-indicators show that the young households hardly differ from perfect representa-
tion in the final response. Co-operation of the elderly households was −26 in the control group
but more representative (−7) in the experiment for the unconditional R-indicators.

3.4. Maximum bias
Schouten, Cobben and Bethlehem (2009) showed that, for any survey item y, the R-indica-
tor can be used to approximate an upper bound to the non-response bias, in the case that y
covaries maximally with the available (vector of) X. They used this upper bound to evaluate
the effect under worst-case scenarios and to derive acceptable values for the R-indicator. The
bias of y-variables that are not fully explained by X may be smaller or larger. The maximum
bias provides intuition about how R-indicators relate to bias and is most useful in surveys with
many y-variables. The upper bound of the bias is approximated by

|B. ˆ̄y/|
S.y/

� S.ρ̂/

ˆ̄ρ
= 1−R.ρ̂/

2 ˆ̄ρ
=Bm.ρ̂, y/: .3:1/

The maximum bias in the control group is 0.18; in the experimental group it is 0.12. This means
that the non-response bias is expected to be at most 18% of the standard deviation of any item
in the control group and 12% in the experiment.

The lower maximum bias in the experiment indicates that the more representative response
influenced the estimates. Whether the experimental estimates were less biased than those of the
control group cannot be ascertained with certainty, however.
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3.5. Experimental manipulations
The experiment consisted of three manipulations: adding a mode, manipulation of the chance
of contact in the CATI part and manipulation of the chance of co-operation, again in CATI.
This section describes the effect of these measures on the subsequent distribution of responses.
Response, co-operation and contact rates are used to illustrate the effect of the manipulations
on representativeness.

3.5.1. Adding a mode
The number of ineligible cases was significantly lower in the experimental condition due to the
Web–mail first round of data collection, which contributed significantly to the better repre-
sentativeness of the experimental response. As Table 7 shows, males and single parents were
better represented as a result of the added mode. Adding mail as a mode resulted in very high
co-operation of elderly people in the first round. This did not lead to over-representation, how-
ever, owing to the curbing measures that were taken in the subsequent CATI round.

Because of the low predicted Web participation in the groups with low co-operation pro-
pensity, a mail questionnaire was added to the design. Table 8 shows that this measure suc-
ceeded in securing a fairly balanced first-round response. The response of the high co-operation
propensity group that was given the Web option only lagged behind the high–medium propen-
sity group. The latter had been given a choice of mode (odds ratio 1.635; standard error 0.101;
p < 0:001). It even lagged marginally significantly behind the groups with low–medium (odds
ratio 1.215; standard error 0.108; p< 0:10) and low co-operation propensity (odds ratio 1.215;
standard error 0.109; p< 0:10). Compared with the Web–mail first round of the safety monitor
however, where the response of the high propensity group was 38%, whereas the response of
the low propensity group was 18%, the variability in response across groups is substantially less.
When given the choice, 81% of households chose the mail questionnaire. The higher preference
for the mail option is found repeatedly in research (e.g. Shih and Fan (2007) and Millar and
Dillman (2011)).

3.5.2. Manipulating chance of contact
The higher R-indicator for the contact phase shows that the manipulations of contactabili-
ty were successful in attaining a more representative contacted sample. Table 9 illustrates these
findings with the contact rates for the SCS, compared with total contact rates for the experiment
and the contact rates for the CATI part of the experiment separately. Table 9 shows that contact
rates were somewhat higher in the experiment than in the SCS for the lower contact propensity
groups, and somewhat lower for the high propensity group. A logistic regression analysis on

Table 8. Response on either Web or mail questionnaire by
co-operation propensity

Web or mail N
response

(%)

Low co-operation propensity 35.1 304
Low–medium co-operation propensity 35.1 326
High–medium co-operation propensity 42.1 224
High co-operation propensity 30.8 227
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Table 9. Contact rate per propensity category for the SCS, the experiment and the CATI
part of the experiment

Contact propensity SCS N Experiment Experiment
(%)

Total (%) N CATI (%) N

Low contact propensity 84.2 640 87.1 657 79.4 413
Low–medium contact propensity 94.5 858 96:6 951 94.8 610
High–medium contact propensity 95.7 415 93.7 443 91.2 317
High contact propensity 96.9 794 95.3 804 91.7 459

contact rate with propensity group as factor showed a significant interaction between propen-
sity group and experimental condition (Wald.3/ = 10:39; p < 0:05). Although the variability in
contact rate in the experiment was reduced, compared with the SCS control group, we failed
to obtain representative contact in the CATI part of the experiment. After the first-wave Web–
mail response, the remaining group of non-respondents in the group with the lowest contact
probability lagged behind considerably in contact rate, even with one call in every shift, every
day.

3.5.3. Manipulating chance of co-operation
The chance of co-operation was manipulated by having the best interviewers call addresses with
the highest chance of refusal, whereas the addresses with the highest chance of co-operation were
called by the least successful interviewers. Analysis of the fieldwork verified that the fieldwork
strategy was applied as planned and that the mean level of interviewer capacity was comparable
in the experiment and the SCS.

Although the number of co-operating sample units was slightly higher in the experiment, the
co-operation rate was somewhat lower (χ2

.1/ =4:23; p< 0:05).
The R-indicator for co-operation (Table 6) showed that there was hardly any difference in

the distribution of participation for the experiment and control group. Table 10 illustrates this
finding with the co-operation rates per propensity group for the experiment, its CATI part and
the SCS. Like the findings concerning contact, co-operation in the experiment is higher for the
two groups with the lower co-operation propensity and lower for the two groups with the higher

Table 10. Co-operation rate by co-operation propensity for the SCS, the CATI part of the exper-
iment and the experiment total

Co-operation propensity SCS N Experiment Experiment
(%)

Total (%) N CATI (%) N

Low co-operation propensity 62.7 630 65.1 619 43.8 392
Low–medium co-operation propensity 68.4 493 71.4 639 52.8 415
High–medium co-operation propensity 75.3 674 72.8 744 50.3 418
High co-operation propensity 79.2 1100 74.7 995 62.8 691
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Table 11. Response by co-operation propensity for the experiment and the SCS

Response for the experiment Response for the SCS

Low Low– High– High Low Low– High– High
(%) medium medium (%) (%) medium medium (%)

(%) (%) (%) (%)

Not able (ill, not present) 12.3 6.9 2.5 2.7 12.1 7.3 4.5 3.5
Language problems 2.4 1.1 0.5 0.0 4.3 1.0 0.6 0.2
Refusal 15.7 13.3 20.8 21.2 14.4 16.8 16.9 15.5

N 619 639 744 995 630 493 674 1100
Co-operation rate COOP2 65.1 71.4 72.8 74.7 62.7 68.4 75.3 79.2
Co-operation rate COOP3 78.4 81.1 76.2 76.9 78.2 76.4 79.8 82.5

co-operation propensity. A logistic regression on co-operation rate with propensity group as
factor showed a significant interaction between propensity group and experimental condition
(Wald.3/ = 10:21; p < 0:05). The interaction signified that having the best interviewers call the
hardest cases did not bring about the expected rise in co-operation. But having the lesser inter-
viewers call the easy cases brought about a significant decline in co-operation in this group.
The difference was not enough, however, to bring about the desired change in co-operation
representativeness.

Some light is shed on the issue of why the best interviewers could not secure a higher co-oper-
ation rate by studying Table 11, which shows response results for the experiment and SCS by
co-operation propensity.

The first co-operation rate in Table 11, which is also shown in Table 10, shows again that,
as predicted, the co-operation rate is higher when the estimated participation propensity is
higher, in both the experiment and the control group. Prediction of participation propensity
was based on the calculation of co-operation according to COOP2 (American Association for
Public Opinion Research, 2008), as co-operation of contacted eligible sample units. However,
as Table 11 shows, prediction of co-operation appears to be strongly correlated with the ability
to participate, and with the existence of language problems. In the experiment, the percentage of
sample units who could not participate ranges from 2.7% in the group with high co-operation
propensity to 12.3% in the group with low co-operation propensity, and language problems
range from absent to 2.4%. The control group shows similar patterns. The second co-opera-
tion rate in Table 10 shows co-operation of eligible, contacted and able sample units (COOP3).
With this calculation, the propensity differences all but disappear. If the only difference between
groups in the level of co-operation is related to the ability to co-operate, a different intervention
is needed, e.g. using translated questionnaires and bilingual interviewers.

3.6. Costs
One of the aims of this experiment was to raise the quality of data while maintaining or ideally
lowering costs. We took two potentially cost saving measures: the Web round and more daytime
interviewing, the latter because interviewers at Statistics Netherlands receive 20% more pay for
working in the evenings. Mail questionnaires are about 50% cheaper than CATI interviewing
but, in a mixed mode experiment, a part of the sample will be addressed in both modes, thereby
adding to the costs, unless the mail response is substantial.
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Table 12. Itemized total costs for the SCS and experiment

Results for the SCS Results for the experiment

N Rate € N Rate €

Postage advance letters 3000 0.36 1071 1032 0.36 368
Postage advance letters + mail questionnaire 1968 0.69 1358
Reminders 2318 0.36 828
Printing costs for mail questionnaire 1968 2.16 4244
Interviewer hours at evening rate 334 36 12024 159 36 5724
Interviewer hours at daytime rate 105 30 3150 86 30 2573
Data entry hours 48 33 1571

Total 16245 16665

To compare the costs of the experiment with those of the control group, we considered the
costs of observation and data processing, notably postage and printing costs for the advance
letters, reminders and paper questionnaires (including labour and machine depreciation), data
entry for the paper questionnaires and the interviewers’ time, differentiated by shift. Table 12
shows the total costs and the items contributing to total costs.

As Table 12 shows, the costs of the experiment are marginally higher (2.6%) than those of the
SCS in those 2 months.

4. Summary and discussion

We described a tailored fieldwork strategy to obtain a better representative sample at compa-
rable response and cost levels. The results showed that the tailored fieldwork strategy was suc-
cessful in maintaining the level of response, while significantly augmenting representativeness,
even within the very short fieldwork period of the SCS. A longer fieldwork period would have
provided more possibilities to vary the number and spacing of calls, and to make use of the para-
data becoming available during fieldwork. The tailored design was slightly more expensive. We
shall comment on the expense first, and then discuss the findings regarding representativeness.

The experiment was somewhat more costly than the regular SCS because of several circum-
stances. First, 81% of people who were given the choice between a Web and mail questionnaire
chose mail. This meant that more money had to be spent on data entry than expected. Second,
although the paper questionnaire, including extra postage and subsequent data entry, costs only
about half of what a CATI sample unit in the control group costs, there were many sample units
who did not respond in the cheaper mode and had to be called in the more expensive CATI
mode. This resulted in a higher per-unit cost. The experiment was designed to incorporate a
larger number of (cheaper) day calls, targeting groups with a high contact propensity. Although
11% more daytime calls were made in the experiment than in the control group (35% versus
24%), this difference was not enough to offset the mechanisms that were described above.

The addition of the paper questionnaire was the obvious cause of the relatively high costs.
We could easily have achieved lower costs by using only a Web approach, followed by a CATI
non-response follow-up. We did not do this because we sought representativeness within each
step of the fieldwork. For the same reason we stimulated co-operation in some of the same
groups in which we curbed contact. For example, an elderly person who refuses is a different
person from an elderly person who cannot be contacted and may have a differential influence on
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potential bias. By adding the mail questionnaire we succeeded in obtaining a far more balanced
first-wave response than if we had used a Web-only approach.

Representativeness was measured with the R-indicator, which measures the distance between
the mean response level and the response of subgroups defined by the auxiliary variables in
the research. Partial R-indicators were first used to examine which groups were under- and
over-represented in the SCS, and later to study the effect of the experimental manipulations on
representativeness within auxiliary variables. The choice of auxiliary variables is paramount in
designing tailored designs. First, it is imperative that variables are known for all sample units.
Second, they need to be related to key variables of the survey and main domains of interest
in publications. The broader the subject of a survey, the more general the auxiliary variables
need to be (Bethlehem and Schouten, 2009). The choice of auxiliary variables also influences
the conclusions that can be drawn about representativeness. Representativeness is not an abso-
lute given but depends on the auxiliary variables in the model. A survey could have a very high
R-indicator and still contain biases on variables for which correlating paradata or other auxiliary
variables are not available.

The auxiliary variables that were chosen in this experiment all relate to the key variables of the
SCS. The finding that the response composition was more representative with regard to these
variables can be generalized to variables that were not part of the design. Schouten and Cobben
(2012) show that the design in this experiment was successful in reducing non-representative
response on variables other than those used to differentiate subgroups, specifically, ownership
of a company car, business type of the person in the household with the largest job and job
number and sizes in the household. Although these variables were not used in the tailored sur-
vey design, they are associated with the selected design variables age, ethnicity, income, type of
household and urbanization. If tailored or other adaptive survey designs are to be promising
extensions of sampling designs, then the indicator values should also be better for variables that
were not involved in the adaptation.

Statistics Netherlands is allowed by law to use registers to link to survey results. However,
the number of register variables is limited. If matching with register data is impossible, or if the
available variables are not related to key variables, the only option is to resort to paradata like
observations of sample units and/or their environment that are expected to relate strongly to
the main survey variables.

A key question is whether the higher representativeness that was found in the experimental
group is due to the experimental manipulation of response propensity, the introduction of a
second mode or the longer fieldwork period. The manipulations are partly confounded and
the independent effects of each of the treatments cannot be disentangled completely. Undoubt-
edly, adding a mode helped in improving representativeness: we have shown that the number of
households that could not be approached as a result of disconnected telephone numbers was
significantly reduced in the experimental group, bringing in households with a low response
propensity. The mode offered was differentiated according to response propensity, as a result
of which the first-wave response was fairly balanced for the four propensity groups. Conse-
quently, the sample for the CATI reapproach was also balanced. The differential response in
the CATI wave for the four propensity groups is therefore also the result of the experimental
CATI manipulations. Additional support for the contention that the mere introduction of a
second mode does not in itself result in a better representative response is found in the anal-
ysis of several redesigns of Statistics Netherlands surveys, where (computer-assisted personal
interviewing) unimode designs were replaced by mixed mode designs. In all of these redesigns,
adding a mode led either to a slight reduction in representativeness or to a comparable level,
but never to augmented representativeness (Banning et al., 2011; Cobben, 2011). The longer
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fieldwork period did not lead to higher overall contact rates, compared with the regular SCS.
Although in the experimental group higher contact rates were realized for the groups with the
lowest contact propensity, lower rates were attained for the groups with the highest contact
propensity, thereby reducing variability in contact rates across the groups. The longer fieldwork
period in itself cannot account for the differentiation in these results.

The representativeness of the experimental group was augmented especially as a result of more
representative eligible and contacted cases. The manipulation of co-operation had less effect.
This result may have been influenced by the introduction of a Web–mail first round, filtering
away the ‘easiest’ respondents, leaving the interviewers to deal with a relatively uniform difficult
group of initial non-respondents. In other words, the co-operation propensity of the remain-
ing group may have been different from the expected propensity. With increasing experience in
mixed mode survey methodology it will be possible to gauge the influence of different modes on
co-operation propensity of different groups. Another explanation is to be found in the definition
of co-operation that we used in this study. When co-operation was defined conditionally on the
ability to co-operate, co-operation propensity was not predictable with the auxiliary variables
that were available in this study. As a result of this finding, Luiten and Cobben (2010) analysed
a large database that consisted of numerous surveys with a variety of topics, lengths, modes and
sampling types, and containing an extensive number of auxiliary variables. Again, co-operation
conditional on ability to co-operate could not be predicted. That is not to say that co-operation
cannot or should not be influenced, but rather that co-operation has other underlying dimen-
sions than socio-economic or demographic correlates. Present attempts to find and incorporate
paradata that relate both to response propensity and to substantive variables may fill this gap
(Schouten, 2010; Kreuter et al., 2010).

In this paper we set out to show that it is possible to attain a more representative sample
while keeping response and cost levels the same. We found that we could. Far more research is
needed, however. We need more experience with design variations to find out whether it can be
done even better, and to learn what works best for which groups. The field of adaptive design is
only just starting.

Groves (2006) set in motion an awareness among survey practitioners that we need to think in
terms of non-response bias as much as in terms of response rates. This can only be accomplished
when survey designs are aimed at reducing bias, which in turn means that sample units should
not be treated in a uniform fashion. Adaptive, tailored or responsive survey designs are a means
to accomplish this end. R-indicators may help in drafting these designs by selecting subsets of
cases that need extra attention, in monitoring the fieldwork and in gauging the maximum bias
in a given survey. Future research should focus on determining which groups are susceptible to
which treatments, and how differential treatment relates to the reduction of non-response bias.
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