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Abstract
Recent survey literature shows an increasing istdresurvey designs that adapt data

collection to characteristics of the survey targepulation. Given a specified quality
objective function, the designs attempt to findamtimal balance between quality and
costs. Finding the optimal balance may not be gtiborward as corresponding
optimization problems are often highly non-lineaadanon-convex. In this paper, we
discuss how to choose strata in such designs amdtboallocate these strata in a
sequential design with two phases. We use partimdiRators to build profiles of the

data units where more or less attention is requimethe data collection. In allocating
cases, we look at two extremes: surveys that aremly once, or infrequent, and surveys
that are run continuously. We demonstrate the itnpathe sample size in a simulation
study and provide an application to a real surtteyy,Dutch Crime Victimisation Survey.

Keywords: Nonresponse; Responsive survey design; Représentass.



1. Introduction

In the recent literature, there is an increaseer@st in survey data collection designs in
which design features are adapted to characterigifc units in the survey target
population (Groves and Heeringa 2006, Wagner 2008 2013, Sarndal 2011 and
Schouten, Calinescu and Luiten 2013). These charsiits may come from the
sampling frame, other linked administrative datdrom paradata observations, and they
form strata in which design features are diffelaetl. This paper is about the formation

of such strata and the design of interventionsrgihe strata.

Most literature about adapting survey design idrided to nonresponse error and
ignores other errors like measurement error. Wel waktrict ourselves also to
nonresponse error in this paper in order not toendhle stratification problem overly
complex. However, there is a clear need for a mgeeeral approach (Calinescu,
Schouten and Bhulai 2012, Calinescu and Schout&B)28s the survey mode is one of
the most prominent design features and is knowvaifeect multiple errors simultaneously.

We leave this to future research.

The implementation of designs that differentiatesigle features is marked by the
following steps:

1. Choose proxy measures for survey quality;

2. Choose a set of candidate design features, exgysarodes or incentives;

3. Define cost constraints and other practical comgsa

4. Link available frame data, administrative data pachdata;

5. Form strata with the auxiliary variables for whidésign features can be varied;

6. Estimate input parameters (e.g. contact and ppaticin propensities, costs);



7. Optimize the allocation of design features to tinats;

8. Conduct, monitor and analyse data collection;

9. In case of incidental deviation from anticipate@lify or costs, return to step 7,
10.1In case of structural deviation from anticipate@lgy or costs, return to step 6;

11. Adjust for nonresponse in the estimation.

For an elaboration of these steps see Groves aadnga (2006), Peytchev et al (2010)
and Schouten, Calinescu and Luiten (2013). Moshefsteps are, however, not specific
to adaptive survey designs, rather it is steps Bwinere the adaptation comes in. In this

paper, we consider these steps.

The actual implementation in practice depends ensiting and the type of survey.
There is a wide range of labels for designs thay wkesign features over population
units: responsive survey design, adaptive survesigde responsive data collection
design, targeted survey design and tailored sudesygn. Their inventors come from
different survey settings and as a result havenjigdifferent viewpoints on how the
designs should be constructed and what they neaghieve. The main differences in
settings between surveys are: 1) The length otittta collection period and the number
of instances for intervention, 2) the applicatidnrefusal conversion methods, 3) the
strength of prior knowledge from frame data, adstmative data and paradata in
previous waves of the same survey, 4) a focus amileg during data collection versus
learning from wave to wave, and 5) a focus on Istthctural and incidental deviations
versus a focus on just structural deviations. Q. dhe end, there are the responsive
survey designs as introduced by Groves and Hee(R@26) where surveys have a long

data collection with several instances for intetimmn where refusal conversion is



possible, where there is relatively little priordmedge, where the focus is on learning
during data collection and on both structural amddental deviations. On the other end,
there are adaptive survey designs as describeadhyugn, Calinescu and Luiten (2013)
that refer to relatively short data collection pes with limited intervention and limited

possibility to convert refusers, with strong prikmowledge, a focus on learning in

between waves and on structural deviations onlyadt, any design phase of responsive
survey design, i.e. any period in between inteneast could be adaptive. Here, we
discuss the selection of strata for a single irgetion, i.e. for a single adaptation of
design features, and throughout the paper we tefsuch designs simply as adaptive

survey designs.

If the focus is on nonresponse, ideally, the charastics used for forming strata explain
both the key survey variables and the propensitsespond. The formation of strata in
adaptive survey designs is very similar to fornmatad strata in the post data collection
adjustments for nonresponse. The reason for thmlasity is very simple: Adaptive
survey designs attempt to adjust for nonresponsdelsign rather than just post-hoc in
the estimation. Various authors have come up witpligt proxy measures for
nonresponse error in the optimization of adaptiveey designs: Schouten, Cobben and
Bethlenem (2009) propose to use representativeineésators and the coefficient of
variation of response propensities and Sarndall(pamd Lundquist and Sarndal (2013)
propose to use balance indicators. Other authossribe a less explicit approach in
which sample units are prioritized based on resp@nspensity models (e.g. Peytchev et
al 2010, Wagner 2013). However, all share a focuseducing the variation in response

propensities for a selected set of auxiliary vdesbThe obvious and legitimate question



is whether such adjustment by design on a speaiedf variables has any use when the
same variables can also be employed afterward$ienestimation. In our opinion,
adjustment by design as a supplement to adjustafevards is useful for two reasons:
First, it is inefficient to have a highly unbaladceesponse; a large variation in
adjustment weights is to be avoided and may inff&&mdard errors. Second, and more
importantly, the adjustment by design originatesnir the rationale that stronger
imbalance on relevant, auxiliary variables is analgof even stronger imbalance on
survey target variables. For a more elaboratedudson see Schouten, Cobben,
Lundquist and Wagner (2013) and Sarndal and Lusti§dD13). Schouten et al (2013)
provide theoretical and empirical evidence that, awerage, a design with a more
representative response has smaller nonresporsespeven after post-survey weighting

on the characteristics for which representativemessassessed and evaluated.

Adaptive survey designs have some similarity tcabeéd sampling, e.g. Deville and
Tillé (2004), Grafstrom and Schelin (2014) and lashind Tillé (2014), However,
adaptive survey designs attempt to balance responaegiven sample, not the sample
itself. In other words, adaptive survey designsmope the allocation of treatments or
design features given a sample but not the inatusito the sample. For the same reason,
the criticism that adaptive survey design resemgblata sampling is false; the balance of

response is assessed against a probability sampégainst the population.

Schouten et al (2012) state that partial R-indicsatan be used as tools to monitor and
analyse nonresponse and to improve survey respgbnsegh adaptive survey design.
The last claim has not been substantiated, howdrethis paper, we answer three

research questions: 1) Can partial R-indicatoradsel to identify (and monitor) strata for



adaptive survey designs?, 2) If so, how to optimitervention for the strata?, and 3)
How to account for the frequency and length of Huevey data collection in the

optimization?

In order to be able to use the indicators for bagdoopulation strata, it is imperative that
they are accompanied by standard error approximatim this paper, as an important

by-product, we provide such approximations wAtw.risg-project.eicode in SAS and R

and a manual (De Heij, Schouten and Shlomo 20Etaaailable for the computation of
R-indicators and partial-R-indicators. The code eastended with standard error
approximations for all indicators and other feasutempared to the first version that was

launched in 2010.

In Section 2, we briefly review the partial R-ingiors, present bias and standard error
properties and explain how the indicators can lexlue build and evaluate profiles of
nonrespondents. In Section 3, we discuss the agmiion of an intervention. Next, we
provide a simulation study in Section 4 where wal@ate the impact of the sample size
on intervention decisions. In Section 5, we demastthe formation of strata and the
optimization of the design for a real dataset, Duech Crime Victimisation Survey. We

conclude with a discussion in Section 6.

2. Building Nonrespondent Profiles

In this section, we discuss the first research iuesCan partial R-indicators be used to
identify strata for adaptive survey designs? Waet firevisit the various partial R-
indicators. As for R-indicators, partial R-indicegohave a bias and imprecision that

depend on the sample size. We derive approximatmtizese biases and standard errors.



Last, we discuss how they can be used to formlesofin the optimization of adaptive
survey designs, we also employ the coefficient afiation (CV) of the estimated

response propensities which sets an upper bouthe tabsolute bias of response means.

2.1 Partial R-indicators Revisited

We use the notation and definition of response gmejlies as set out in Schouten,
Shlomo and Skinner (2011) and Shlomo, Skinner at&en (2012). We léi denote
the set of units in the population asdhe set of units in the sample. We define a

response indicator variablB which takes the value 1 if unit in the population

responds and the value O otherwise. fdsponse propensiig defined as the conditional

expectation ofR given the vector of valueg of the vectorX of auxiliary variables:
o (x)=E(R=1|] X= x)= H R=1| X= ,x) and denote this response propensityohy
We assume that the valugsare known for all sample units, i.e. for both @spents

and non-respondents.

We define the R-indicator a®(p, ) =1-2S(p, ). The estimation of the propensities is

typically based on a logistic regression model. Hséimator of the variance of the
response propensities is

d2pa y_ 1 ~ Y

S*(ox) —m Sdi(px(xi)_px) J

where d, =7* is the design weight ang, =%sti,bx (x;) . We estimate the R-

indicator as



R(Px)=1-28(py) 1)(

The bias adjusted R-indicator as shown in Shlorkmrfer and Schouten (2012) is:

RBIASADJ(/OX) 1- 2\/(1"'1 i)Sz( x)__ i0s 4 [ZJDSJ J] Z (2)

where z, = Oh(x" 3)x andh is the link function of the logistic regression.

The standard error of the R-indicator is also presin  Shlomo, Skinner and Schouten
(2012).
The coefficient of variation is calculated as thaskadjusted standard error of the

response propensities as shown in (2) divided byatlrerage response rate and estimated
by: CV = éBIAS_ADJ(,bX )/ p. The estimate of the variance of the coefficigntaiation

is presented in De Heij, Schouten, Shlomo, 2014e Goefficient of variation and its
estimated standard error are included in the newiags of the SAS and R code on

www.risg-project.eu (De Heij, Schouten, Shlomo, 2014).

The unconditional partial indicators measure tratagice to representative response for
single auxiliary variables and are based on thevéx variance given a stratification
with categories a (Schouten, Shlomo and Skinner 2011). The variabl@may or may
not be included in the covariates of the maodelor estimating the response propensities.

Given a stratification based on a categorical Wéei& having categoriek = 12,...,K

the variable level unconditional partial R-indicai®defined asP, (z, o« ) =Sg (px |Z) and

SB(pX |Z)— Zk TN (D = Px )2 DZE:]_%(IBXJ( = Px )2 (3)



where p,  is the average of the response propensity in str&tuThis between variance

is estimated by

29, A Ny, =~ o

S5 (Px 12)= Tica"(Pxs = Px ) (4)
where 5 is the design-weighted stratum mean of the estichptopensitiesN, is the
estimated population size of stratém

At the category level=k, the unconditional partial R-indicator is definesd a

R (Z.ox )= Ss(x |z:k)‘(g“ :;X‘)=m(ﬁxk -Px) ©)
Xk X

and is estimated by

. . ~ ING = o
R(Zk,px)=Sg(px |Z=k)= Wk(px,k_px)- (6)

Conditional partial R- indicators measure the remmg variance due to variabfewithin
sub-groups formed by all other remaining variabteenoted byX ™~ (Schouten, Shlomo
and Skinner 2011). In contrast to the unconditiqratial R- indicator, the variable Z
must be included in the model for estimating resgopropensities. Lej, be the 0-1
dummy variable that is equal to 14f=k and O otherwise. Given a stratification based
on all categorical variables except Z, denoted Xy and indexed by, j=1...J, the
conditional partial R-indicator is based on the hivit variance and is defined as

P.(Z,px)=Sw(px |X") and

1
N -1

Sa(px I1X7)= Y3, (Px (X)) = Px ;) (7)

and is estimated by



8o 1X ) = T3, (A (%)= ) ®)

At the categorical level oZ=k, we restrict the within variance to population uriits

stratumk and obtain:

P2 K pu) = g 2 Ty B (P (%), ))° (©)

and estimated by

Isc (Z!kvﬁx) = \/ﬁzj:lzmsl diJk,i (be (Xi)l_’%x,j)2 (10)

In order to compare the partial R-indicator valaesl to select categories that show the
strongest under representation, their values neebet accompanied by the standard
errors. In earlier papers, however, the propexiepartial R-indicators have only been
simulated through resampling methods. In practeahitoring and analysis, resampling
is too time-consuming and cumbersome. We, thergfprevide analytic bias and

standard error approximations.

2.2 Biasadjustment and standard error approximationsfor partial R-indicators

The strategy taken in the bias and standard ematytc approximations strongly
resemble those for the overall R-indicator. For $h&e of brevity, we, therefore, give
only condensed derivations here. We refer to Shjogkinner and Schouten (2012) for
an elaborate description.

2.2.1 Bias adjustment

Empirical work has shown that the size dependess bifecting the R-indicator in (2)

has little impact on the variable level partialiiRlicators when sample sizes are large and

10



no impact on the categorical level partial R-inttica. The main reason for this is that the
variance of the partial R-indicators becomes thmidant property which needs to be
accounted for. Therefore, for smaller sample siaesadopt a method of pro-rating the
bias correction term of (2) between the decompasethnce components defining the
variable level partial R-indicators as follows: T¥&riable level unconditional partial R-

indicator P,(Z, py) IS the between variance given the stratifyingaldeZ. The variable

level conditional partial R-indicataoe. (z, o) Is the within variance given the stratifying

variable X~ (all auxiliary variables except Z). By calculatinhe complementary
between and within variance for each of the siraiif variables, we can implement a
pro-rating of the bias correction term for (2) beem the complimentary between and
within variances for small sample sizes.

2.2.2 Standard error approximationsfor variable-level partial R-indicators

To obtain the variance estimates for the variableell partial R-indicators, we observe

that for the unconditional partial R-indicaterz, oy)=Sgz(py |Z) We can obtain an

estimate of the variance according to the methapolof obtaining the estimated
variance of the overall R-indicator as set ouShlomo, Skinner and Schouten (2012)
but with the change that the response propensdies modelled according to a

stratification on the single variable Similarly, for the conditional partial R-indicator
P.(Z,px)=Sy(px | X7) we can obtain an estimate of the variance accgrtinthe
methodology of the overall R-indicator but withethchange that the response

propensities are modelled according to a stratibobaon X ™. This approximation is due

to the fact that only main effects and second ordtsractions are typically used to

11



estimate response propensities in the logisticessyon model as opposed to a complete
cross-classification of auxiliary variables.
2.2.3 Standard error approximation for unconditional category-level partial R-

indicator

To obtain the variance estimates for the categolee®| partial R-indicators, we denote
X~ the auxiliary variables taking valugs=12,...,J andZ a categorical variable for

which the partial indicator is calculated with gaagesk =12,...,K.

The variance of the estimated unconditional catetmrel partial R-indicator,

I5u (Z,k,py) in (6) can be written as:

_N

N, Ve (3,0 +Var (5,) - 2cov(5,,. 0] (D)

Var (B, 2.k, p,) = < EVar (B, - )

assuming thatN, is the number of units witlz=k and is known,f)X]k = Zdiﬁia'i" / Nk
iOs

where 3 =1if Z =k andd* = Ootherwise, angp, =>.d, 5, /N . In generalN, may

iOs
not be known, and we may need to estimate it by sheple-based estimator

Nk = ZSK d, . This will introduce a small additional loss okprsion. Since

~ Ny ~ N, )~
Px :Wkpx,k +[1_ijpx,k°

where

ij,kc = Zdibi(l_a_ik )/(N - Nk ),

iOs

we have that

~

Eal el N el
Cov(Py x. Px) = kaar(px,k) (12)
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and from (11) and (12)

Var (B, (Z k. by ) = NW[{“NWJ Var(ﬁx,k){l—%] Var(ﬁx,kc)]- (13)

We restrict ourselves to a first-order approximatand approximatévar(ﬁka) by a

standard design based variance estimit‘pjiq?), : Where&q =3*p, IN, and approximate
iOs

Var(,f)X ) by a standard design based variance estimiodi()i , Where
iOs

0. = (- J%)p. /(N - N,). The standard error is obtained by taking the s#ju@ot of the
expression in (13).
2.2.4 Standard error approximation for conditional category-level partial R-

indicator :

For the conditional category-level partial R-indra F3C (Z,k, py)in (10), we use similar
methodology as the variance estimation of the Reatdr described in Shlomo, Schouten,
and Skinner (2012) but we add in the stratificataniable X = indexed byj =12,...,J.
The estimate of the variance of the R-indicator wased on the decomposition of
éz(fox ) into the part induced by the sampling desigrafixed value otfi and the part
induced by the distribution qu as obtained from the logistic regression respomseel.
We take the latter to b ~ N(g, =) whereX =J() ™ var{>_ d[R - Hx 'BIx}I P * and

J(B) = E{I(P)} is the expected information. The estimate of tlaiance for the

conditional category- level partial R-indicatég(z,k,,bx) is given by:

13



Var( R (Zk i ) =var[ £2, Uy ] +4A'TA +var{u [BG-PE-FT (19
>

whereu; replacesd (5, —ﬁxzj)zand the first term in (14) is treated as the stathd

design-based variance under a stratified samplgrdes a linear statistic. For the latter

terms in (14), we replace th® and B from the derivations in Shlomo, Skinner and

~ — J A ~ A ~
Schouten (2012) under the stratified desfgr: N 12 E e 5 (P, =P N —2Z4))
=R

- -1 A 2 O
and B=N 1ZZSk dia—ik(zi _ZX:j)(Zi _ZX:j) :
j=1

2.3 Building nonrespondents profiles from auxiliary variables

Schouten et al (2012) argue that partial R-indisattan be used to improve survey
design. This claim has not been substantiated, bemven their paper. In this section, we
show how to employ the indicators to form nonregjgm strata. It must, however, be
noted that the indicators of course are no pres#guio building nonrespondents profiles;
other statistics exist and can be applied to ds#mee. The utility of the indicators lies in
three properties: 1) they can be computed at thiabla-level, 2) they form a suite with

R-indicators and naturally allow for a top-down lgses, , and 3) they incorporate the

size and impact of subpopulations.

The construction of sensible nonrespondent proéiles the efficacy of adaptive survey
designs in reducing nonresponse error are fullyeddent on the relevance of available
auxiliary variables. Partial R-indicators, and antlger proxy measure for that matter, are
merely tools to transform and condense such miutiedsional information to useful and

manageable dimensions. As for nonresponse adjustmethe estimation, adaptive

14



survey design that are based on variables withakwelation to survey target variables
may be counterproductive and increase imprecisiatig and Vartivarian 2005). The
pre-selection of relevant auxiliary variables igrefore, crucial, and the absence of such

variables should warrant against adaptive surveigds.

Schouten, Cobben, Lundquist and Wagner (2013) shatwhen auxiliary variables are

a random selection from the universe of all vaealbdn a population, then larger values
of the R-indicator and coefficient of variation fone of the candidate designs imply
larger expected values of the indicators for arheptrandomly drawn variable on that
design. They further show that under the same tionda larger coefficient of variation

implies a larger expected remaining nonresponse foracommonly used estimators that
employ the selected variables to adjust bias o&ritrary other variable. Finally, they

show that when the random selection of variabldsoi® a subset of the universe of all
variables, for example those variables that comeedddove a given threshold with survey
target variables, then these two results still Hotdany other variable selected from that
subset. Although, we cannot assume that auxilianyables originate from a random

selection process, these conclusions do providéagee on the importance of auxiliary
variables: The utility of adaptive survey desigmegardless of adjustment in the
estimation, is proportional to the strength of #ssociation between auxiliary variables

and survey target variables.

There are two main differences between the pressete of auxiliary variables for
adaptive survey design and for adjustment aftersvarte first difference is that adaptive
survey design strata need to be formed before amgludata collection while

nonresponse adjustment strata can be formed aftarcdllection is completed. For some
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surveys the actual publication date of their dig@gsmay be several months after the
completion of data collection so that there is isidht time to link additional
administrative data or population tables and toabpdsome of the variables to the
reference period of the survey. Consequently, tbe of auxiliary variables for
nonresponse adjustment may be much larger and ghables may be updated. The
second difference lies in the required propertiésthee auxiliary variables. Since
nonresponse adjustment is done when nonresporsegilgen fact, auxiliary variables
need to relate to key survey variables and to pleeific realized nonresponse mechanism.
However, since adaptive survey design is affecting actual response propensities,
auxiliary variables need to relate to key surveyialdes and to all likely nonresponse
mechanisms linked to the candidate design featltesce, for adaptive survey design,

the set of auxiliary variables should be made wider

Importantly, in the selection of auxiliary variablet should be avoided that the variables
are strongly collinear. Ideally, the variables dddae more or less independent and cover
different dimensions of the target population. Iragtice, it is inconvenient to first
construct such variables from the available lisvafiables (e.g. as principal components
or factors) as the resulting variables are diffi¢alinterpret and to translate to effective
data collection treatments. Hence, it is betteuge a selection of meaningful variables,
although they may correlate to some extent. Candit partial R-indicators are
designed to remove remaining collinearity, but th@ow from the idea that collinearity

is modest.

In this paper, we assume survey key statisticpapelation means or totals and we take

the coefficient of variation (CV) as the target yyamonresponse measure. Given a pre-

16



selected set of auxiliary variables, nonrespongeufiles can be built by entering all pre-
selected variables to a (logistic) regression méaoletesponse. The next step is to judge
whether the resulting CV is acceptable or not, drehce, whether it is necessary to
inspect the variable-level and category-level phR-indicators. It is important to remark
here that it is the effect size that should deteenfurther inspection and not the standard
error or significance; for large sample sizes aastigl R-indicator would be significantly
different from zero. Adaptation of the design issded only when the CV is above a
specified threshold. Given that R-indicators anceftcents of variation are fully
dependent on the choice of auxiliary variablegs,ihowever, not straightforward how to
choose such a threshold. There are two optionsntannal threshold and an external
threshold. An internal threshold is a thresholdellasn one or more earlier waves of the
same survey of acceptable quality. An externalsthoéd is a threshold based on one or
more other surveys of acceptable quality. Regasdéésthe type of threshold, the CV
threshold should be computed using exactly the saodel. When a CV attains a value
above the internal or external threshold, then espondents profiles should be derived
from the variables and categories within thoseades that have large and significant
unconditional and conditional values. In sectioB, 3ve discuss how these categories can

be used in constructing adaptive design strata.

3. Designing an adaptive follow-up from nonrespondent profiles

In this section, we discuss the other two resequastions: How to optimize intervention
given a set of strata?, and how to account fofrdguency and length of the survey data

collection in the optimization? In order to avoid averly complex approach, we make

17



some pragmatic assumptions: We assume that a sdegsgner is considering a single

intervention in which the first phase is cheapeanttihe second phase. We assume,
furthermore, that the designer anticipates that 4beond phase is really needed to
improve accuracy of the key survey statistics. Tdst assumption is made because
accuracy has two dimensions: bias and varianceéhddfitsuch an assumption, one would
have to check whether a smaller bias using phasat\eighs a smaller variance using

phase 1 only with a (much) larger sample size.

3.1 Approachesto allocate cases for follow-up

To date, four approaches to the optimization ofpéda survey designs can be identified
in the literature: 1) a trial-and-error approacty(éaflamme and Karaganis 2010, Luiten
and Schouten 2013), 2) a set of stopping rules (augdquist and Sarndal 2013), 3)
propensity-based prioritization (e.g. Peytchev leR@L0, Wagner 2013, Wagner and
Hubbard 2013), and 4) a mathematical optimizatiowblem (e.g. Schouten, Calinescu
and Luiten 2013). The approaches vary in their ieiplfocus on mathematical
optimization, their certainty to be effective, thability to be linked to candidate data
collection strategies, their reproducibility, arneir reliance on the accuracy of response

propensity estimates.

The first approach is a trial-and-error approactifeBent population subgroups receive
different treatments that have proven to be effectirom practical experience and
historic survey data. The subgroup response prapndgor each treatment are not
explicitly modelled or estimated and costs are aolyghly kept at the available budget
level. There is no explicit mathematical optimipati As a result, a successful

improvement of quality using the design is uncertantil it is fielded and analysed.
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Furthermore, the approach may be subjective andeasily reproducible by others.
However, there is no dependence on models or dstiimasponse propensities and it has
room to include expert knowledge. Luiten and Sclouf2013) describe such an
approach that did lead to improved (partial) R-wador values for the Survey of

Consumer Sentiments without exceeding budget levels

The second approach is a set of stopping rulesetadd whether continued efforts are
made to population subgroups. This approach corusest to the responsive survey
design paper by Groves and Heeringa (2006) thatseb phase capacity. The approach
is implemented and studied by Lundquist and Sar(2dl3). Lundquist and Sarndal

estimate response propensities for subgroups amldngy efforts in subgroups until a

lower limit, say 60%, is reached. This approaclo alees not make use of an explicit
mathematical optimization model, but stopping rudes constructed based on a quality
objective function. As a result this approach h@se guarantee that quality is improved.
It also allows to some extent for the inclusionegpert knowledge to choose the most
effective strategies within subgroups and it isyomildly sensitive to the accuracy of

response propensities.

The third approach is prioritization of sample anit data collection based on estimated
response propensities. The response propensigesstimated during data collection and
the propensities of nonrespondents are sorted.lOvinest propensity cases have higher
priority and receive more effort. This approachnist linked to a specific quality

objective function but it does aim at equalizingpense propensities; like the stopping
rules there is some guarantee that quality is ingmolt is, however, more sensitive to

accuracy of response propensities than the firstapproaches. More importantly, it is
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harder to link effective data collection strategassthe sorted cases do not have an easy
translation into characteristics. See for examplagiér and Hubbard (2013) for a

discussion.

The fourth approach is a fully mathematical forniola and optimization as is presented
by Schouten, Calinescu and Luiten (2013). The fibbias that subgroups are assigned
to treatments, so-called strategy allocation praivials, form the set of decision variables.
The quality objective function and cost and othenstraints are explicitly written in
terms of these decision variables, and optimizadguéon)linear programming. If all
input parameters, e.g. the response propensities,estimated accurately, then the
approach leads to optimal and predictable improvenwd quality. However, the
approach is sensitive to inaccurate input parammetéurthermore, the optimization
problems can be nonlinear and non-convex, dependimghe form of the objective
function and cost constraints, which may become mdationally intractable. The R-
indicator and coefficient of variation are examplghere the optimization becomes

nonlinear.

A practically feasible and pragmatic approach mayirb between a full trial-and-error
and a full mathematical optimization: it is robusit has some mathematical rigor,
objectivism and structure and allows for qualitysttvade-offs. We call such an approach
a structured trial-and-error approach. The stoppides and propensity-based
prioritization come close to such an approach,tbey are not explicitly linked to proxy
nonresponse bias measures. Furthermore, the prgpkased prioritization is sensitive
to sampling variation and cannot easily be linkeéftective treatments, and the stopping

rules do not allow for an easy quality-cost tradé tn section 3.3, we present a
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structured trial-and-error approach based on pd&tadicator values. Before we do, we

discuss a crucial aspect of a survey: the frequandylength of the data collection.

3.2 Typesof surveys

It makes a big difference in designing an adapsiwerey design whether a survey has a
finite or infinite horizon data collection periodyhether it is run only once (or
infrequently) or continuously, and whether therstr®ng or weak prior knowledge about
the response propensities. Adaptive survey desagesbest suited for continuously
running surveys with a long time horizon or survewyth strong prior knowledge about
the effectiveness of treatments. In surveys witloragy time horizon, budget can be
invested in trying different treatments to learrwhthe target population responds and
there is no immediate need to optimize treatmemingudata collection. Surveys with
strong prior knowledge resemble surveys for whioéré has been a long time to learn
how treatments work. At the opposite of the spewsirin surveys with weak prior
information that are run once and for a short gkribe only option is to learn and act

during data collection. In this paper, we will cmes both extremes.

Suppose a survey runs fiortime periods or it is requested that the desiga siirvey is

left unchanged fom time periods. In practice, the survey may run féorager time, but

method effects, i.e. a change of design, are cainstl to be absent for this period.
Suppose that for each time period statistics needbet produced. This publication
frequency implies that there is room only to exmemt with the design during time
period 1 and room to optimize the design before dtaistics for time period 1 are
published; once data collection starts for timeiquer2, the design needs to be fixed.

Suppose further that, in each period, data cotlacis split into two phases. The first
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phase is conducted for the full sample, but these@@hase can only be conducted for a
proportionqg of the nonrespondents due to budget constrainta:, Nay that a follow-up
costs the same for each nonrespondent. Then osdulilength of the surveygm of a
one time period full follow-up budget is available.the first time period a subsample of
proportionp of the nonrespondents may receive follow-up, whgemerally,p will be
larger tharg, so that an investment is made in the first tirmeqal. For the remaining-

1 time periods, a budget gm-pis left, which amounts tggm-p)/(m-1) per time period.
For a continuous survey with a long time horizfam-p)/(m-1)= q andp can be taken

equal to 1. For a one-time only survey, it musthbhatp = q.

Apart from the length and budget of the survey, theices ofp and the individual
subsampling probabilities depend on the strengtih@iprior knowledge about the phase
2 response propensities. The inclusion of such kedge demands a Bayesian approach,
which is beyond the scope of the present papethdrfollowing, we assume only weak

knowledge exists about the overall phase 2 resp@tseind costs.

3.3 A structured trial-and-error approach

We consider the two extreme scenarios: a one-tinhe survey and a continuous survey
with a long-time horizon. For the first scenarig suggest the following steps:
1. After phase 1 derive the CV, R-indicator and pafandicators;
2. Adapt to the nonresponse by:
a. Inspect the variable-level partial R-indicators aselect variables for which
unconditional and conditional values are signiftbadifferent from zero;
b. Select all categories of those variables that havesignificant negative

unconditional value and a significant conditionalue;
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c. Form a stratification by crossing all categoried,goossibly, collapse empty or
small strata;

d. Compute the category-level unconditional partialinBicator for the new
stratification variable and order the strata byrtegn andp-value;

e. Select strata for follow-up based on their ranklyntases are selected.

For the second scenario, the steps are:
1. After phase 2 derive the CV, R-indicator and paRiandicators;
2. Adapt to the nonresponse by:
a. Inspect the variable-level partial R-indicators aselect variables for which
unconditional and conditional values are signiftbadifferent from zero;
b. Select all categories of those variables that havesignificant positive
unconditional value and a significant conditionalue;
c. Form a stratification by crossing all categoried,goossibly, collapse empty or
small strata;
d. Compute the category-level unconditional partialinBicator for the new
stratification variable and order the strata byrtegn andp-value;

e. Select strata for follow-up based on their ranklymtases are selected.

In both scenarios it is assumed that adaptatioeesied. Under scenario 1, it is assumed
that the indicator values do not satisfy the prbscr threshold. Under scenario 2, it is
assumed that the required budget to apply phasal nonrespondents is too small. The
above approaches provide structure but still asergglly trial-and-error. There is no
guarantee that the adaptation leads to an optith@tation and better accuracy. In

sections 4 and 5, we analyse the scenarios in@ation study and a real application..
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4. A ssmulation study

For the simulation study, we use a dataset from 1t®@5 Israel Census Sample of
Individuals aged 15 and over (N=753,711). Poputatiesponse propensities were
calculated using a 2-step process:

1. Probabilities of response were defined accorttingariables: child indicator, income
from earnings groups, age groups, sex, number gope in household and three
types of localities. These variables define grotfad are known to have differential
response rates in practice. Based on the probebjlitve generated a response
indicator.

2. Using the response indicator as the dependeiaiie we fitted a logistic regression
model on the population using the above explanatariables where type of locality
and size of household were interacted. The prexdistirom this model served as the

‘true’ response propensities for our simulatiordgtu

The overall response rate generated in the popuolalataset was 69.2%. Table 4.1
presents the differential response rates accortbnghe variables in the model that
generated the population response propensitigh hbn-response rates in categories are
likely to cause the sub-group in the populatiorbéounder-represented according to the

partial R-indicators.

From the population, we drew three samples: 1:5@psa (sample size of 15,074), 1:100
sample (sample size of 7,537) and 1:200 sampleplgasize of 3,769), using simple
random sampling and generated a response/nonrespodgator according to the

propensity to respond as defined in the populafidre response rates for each original
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sample are in Table 1 in the second column andRtwedicators and coefficient of

variations are presented on the left side (colughasd 4) of Table 4.2.

Table 4.1: Percent response generated in the simonlgpopulation dataset according to

auxiliary variables.

Variable Category Percent Variable Category Percent
Response Response

Children in None 68.1 Sex Male 68.4

Household 1+ 74.8 Female 71.0

Age group 15-17 77.4Income Low 71.1
18-21 65.2| Group 2 67.8
22-24 62.5 3 67.7
25-34 64.6 4 67.5
35-44 68.7 High 66.4
45-54 72.20 Number of 1 68.5
55-64 71.0 Persons in 2 66.4
65-74 76.3 Household 3 73.2
75+ 81.3 4 75.6

Type of Type 1 66.7 5 68.2

Locality Type 2 70.7 6+ 68.5
Type 3 70.3

Table 4.3 provides the variable level partial Rigatbrs (unconditional and conditional
respectively) with ** denoting significantly diffent from zero at the 5% significance
level for the original samples on the left handesjdolumns 2,3 and 4). All variables are
contributing to lack of representativity. Theregsnerally more impact on the lack of
representativity as the sample sizes get smaltarttie conditional partial R-indicators
which control for the effects of remaining variahléhe within variation of the response
propensities in categories of variables remaingelatn other words, conditioning on
other variables, there remains a lack of repretigataesponse for the specific variable.
In general, we see that the unconditional partiaindRcators are larger than the

conditional partial R-indicators in the originahsple for all variables. This suggests that
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the impact of each variable is reduced when cdimgpfor other variables and that the
auxiliary variables show some collinearity.

Table 4.2: R-indicators and Coefficient of VariatiQwith confidence intervals) for the

three sample before and after targeted follow-apuaning 50% response

Sample Responsg Original Sample Response With Targeted
Rate Rate Follow-up Non-response
Original Final (Response Rate 50%)
R- Coefficient of R- Coefficient
indicator variation indicator | of variation
1:50 69.6% 0.871 0.093 72.3% 0.904 0.066
n=15,074 (0.857- (0.082- (0.890- (0.056-
0.886) 0.103) 0.919) 0.076)
1:100 69.0% 0.854 0.105 71.9% 0.886 0.079
n=7,537 (0.834- (0.090- (0.866- (0.065-
0.875) 0.120) 0.907) 0.094)
1:200 70.1% 0.843 0.112 72.8% 0.871 0.088
n=3,769 (0.813- (0.091- (0.842- (0.068-
0.872) 0.133) 0.901) 0.109)

We use the first scenario of the structured trrad-arror approach in Section 3.3 to
determine characteristics of individuals to tafgetfollow-up on non-respondents. Based
on the variable level partial indicators, we indpdgbose variables where the
unconditional and conditional values are signifibadifferent from zero as denoted by
the *" in the left-hand panel of Table 4.3. On tla¥ger sample size 1:50, this check
distinguishes the variables: number of personshenhousehold, type of locality, age
group, child indicator and sex. We next inspect ¢agegories of these variables and
determine which categories have a significant negatnconditional partial R-indicator

(under-represented in the original sample) andgaifstant conditional value. For the

1:50 original sample (prior to the targeted follaw-of non-respondents), the category
level partial R-indicators are presented in Tablé where *' denotes significantly

different from zero at the 5% significance level.
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Table 4.3: Variable level Partial R-indicators (*tlenotes significance at the 5%

significant level)

for the sample before anceaftargeted follow-up assuming 50%

response
Variable Original Sample With Targeted Follow-up
(50% Response rate)
1:50 | 1:100 | 1:200 1:50 | 1:100 | 1:200
Unconditional Variable Partial R-indicators
Persons in HH 0.032F  0.040* 0.051* 0.027* 0.034* 0.048*
Type of Locality 0.011% 0.014* 0.020* 0.010* 0.011 0.019*
Age Group 0.047% 0.054* 0.055* 0.033* 0.035* 0.039*
Children in HH 0.030* 0.033* 0.036* 0.014* 0.017* 0.021*
Income Group 0.018f 0.031* 0.027* 0.011* 0.026* 0.021*
Sex 0.019* 0.012* 0.013 0.010* 0.018* 0.015*
Conditional Variable Partial R-indicators

Persons in HH 0.029F  0.033* 0.047* 0.029* 0.032* 0.046*
Type of Locality 0.011% 0.013* 0.021* 0.009* 0.010* 0.020*
Age Group 0.046* 0.050* 0.052* 0.037* 0.037* 0.041*
Children in HH 0.017% 0.017* 0.014 0.008* 0.009 0.004
Income Group 0.005 0.022* 0.016* 0.007 0.022* 0.017*
Sex 0.017* 0.011* 0.010 0.009* 0.017* 0.016*

As can be seen in Table 4.4, the categories that the requirements are: males, persons
aged between 18 and 34, persons living in 2-pefsmmseholds, persons living in
households without children and the first typeaufdlity. We then form 32 strata defined
by cross-classifying the following sets: {malesmides}x{aged 18-34, other}x{2
persons, other}x{no children, has children}x{lodglitype 1, other}. The unconditional
categorical partial R-indicators were calculateddach of the new strata and the strata
were then sorted by their p-value. For the 1:50eajrthe high and significant p-values
on the under-represented strata were obtained Her ftfollowing sets in order of
significance: {males, 18-34, 2 persons, no childtgpe 1}; {males, 18-34, 2 persons, no
children, not type 1}; {males, 18-34, not 2 persoms children, type 1}; {males, 18-34,
not 2 persons, no children, not type 1}. The numisenon-respondents to target for

follow-up in these four strata are 838 (5.6%), 4256%) and 188 (5.0%) for the 1:50,
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1:100 and 1:200 samples respectively. We assumeattea efforts to convert the non-
respondents to respondents, we achieve a 50% spate in the follow-up. For the
simulation study, half of the non-respondents i fibur strata were randomly converted
to respondents. This increased the response ratapdsoximately 2.7%, as can be seen
in column 5 of Table 4.2. In addition, Table 4.2egents the R-indicators and
Coefficients of Variation after the targeted follays of non-response assuming a 50%
response rate (columns 6 and 7). There is a cledrsanificant increase in the R-
indicator and a decrease in the Coefficient of &awn after the non-response follow-up
assuming a 50% response rate.

We turn now to Table 4.3, containing the varialeleel partial R-indicators, and focus on
the right side of the table (columns 5, 6 andor)tihie 50% responding targeted follow-
up on the non-response. Based on the results, nergly see the same trend as the R-
indicators with a reduction in the variable levergmal R-indicators, although some
collinearity has remained. In the 1:200 smaller glansize we see that the variable sex,
which is a dichotomous variable, has gone from significant to significant, following
the targeted response for both conditional and malitional partial R-indicators. For the
categorical level partial R-indicators (not showard), there is an overall reduction,
following the targeted response, and many categdhiat have become non-significant,

following the targeted response.
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Table 4.4 Category

level (Unconditional and Cadiugial) Partial R-indicators (**’

denotes significance at the 5% significance levid) the 1:50 original sample

Variable| Category| Uncond. | Cond. Variable | Category| Uncond. | Cond.
Partial Partial Partial Partial
Children | None -0.015*|  0.012*| Locality | Type 1 -0.010* 0.009*
in HH Type
1+ 0.026*| 0.013* Type 2 0.005* 0.004*
Age 15-17 0.020*|  0.005* Type 3 0.001 0.005
Group 18-21 -0.017*  0.021*| Sex Male -0.0144 0.013*
22-24 -0.015*%  0.013* Female 0.013% 0.012*
25-34 -0.016* 0.011*| Personsin 1 -0.007 0.012*
35-44 -0.005 0.011*| HH 2 -0.015* 0.008*
45-54 0.005 0.007* 3 0.007 0.007*
55-64 0.002 0.009* 4 0.025* 0.022*
65-74 0.018*  0.020* 5 -0.003 0.008*
75+ 0.026*| 0.026* 6+ -0.005 0.008*

The conclusion from this simulation study is the¢mr with a small increase of response
rate, albeit targeted to those non-respondemisibating to the lack of representativity,
we are able to improve the representativeness ef diita. This means that less
adjustments are needed to correct for non-respbiase leading to smaller variation in

sampling weights and increased efficiency.

5. An application to the Crime Victimisation Survey

In this section, we show an application to the 20i&ch Crime Victimisation Survey
(CVS). Within the 2011 CVS a large survey mode expent was conducted that allows
us to Iinvestigate various sequential mixed-modeptda survey designs. This
experiment is described and analysed in detail amoSten et al (2013). In the
construction of the adaptive survey designs, wepatleo scenarios: no learning period

and a long learning period.
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The design of the experiment was as follows: A dangp 8800 persons was randomly
assigned to one of four sequential mode strateyfie=h followed by face-to-face, mail
followed by face-to-face, telephone followed byddo-face and face-to-face followed
by face-to-face. The last strategy, face-to-fadoviced by face-to-face, is not a mixed-
mode strategy but was added to evaluate time sjalmf CVS key variables. The
experiment was designed to decompose mode effiettsmode-specific selection and
mode-specific measurement bias with face-to-fadh@benchmark mode. In order to do
so, both respondents and nonrespondents to thehiease (Web, mail, telephone or face-
to-face) received the second phase (face-to-faceyhich the first key sections of the
CVS questionnaire were repeated. At the first phpsesons were not aware of a second
phase. In Schouten et al (2013) it was concludatttte mode of the first phase did not
impact the size and composition of response tosewond phase. Furthermore, the
answers to the key CVS questions in the secondepbasid not be predicted by the
mode of the first phase. We view the two phasesefbre, as a sequential mixed-mode

design.

In the application, we consider two strategies: Wellace-to-face and mail to face-to-
face. These two strategies come up naturally inethimode designs where cheaper
survey modes are tried first. We assume that tisenesufficient budget to allocate all

nonrespondents to face-to-face and we investightd persons to allocate to the face-to-

face second phase. In the following, we abbreVate-to-face to F2F.

The evaluation of representativeness and the earigin of strata for the second phase is
done using six socio-demographic registry variabyesider (male, female), age (15-25,

25-35, ..., 65-75, 75+), employment (yes, no), urbaimbn of residence (not, little,
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moderate, strong, very strong), income in Euro’8K<3-5K, 5-10K, 10-15K, ..., 25-
30K, >30K), ethnicity (native, western non-nativepn-western non-native), and
registered landline phone number (yes, no). Thesehles have been linked to a wide
range of survey datasets at Statistics Netherlasdshey relate generally to survey
variables and are used in weighting adjustments @raication tables. Particularly,
gender, age, urbanization and registration of dlia@ phone number relate strongly to
key CVS variables: victimization, perception ofetgf judgment of police performance
and perception of neighbourhood problems. Table @elsents the response rate, R-
indicator and coefficient of variation for variogfrategies given the specified auxiliary
variables. The last row of table 5.1 presents thleies for the strategy with two F2F
phases. The response rate of this strategy is a0%6% and the R-indicator is around
0.80. In the following, we take the resulting coaént of variation of 0.160 as the target.
We believe that two F2F phases represent what easchieved with reasonable effort;
beyond this effort the survey gets exceptionallpensive. We use the F2 F2F

coefficient of variation as internal benchmark.

Rows 2, 3, 6 and 7 of table 5.1 present the indicatlues for Web only, Web to F2F,
mail only and mail to F2F. The response rate fobWhely is by far the lowest, but the R-
indicator is similar to the benchmark strategy. tewer, resulting from the low response
rate the coefficient of variation is much higheorFnail, the picture is somewhat
reversed: the response rate is relatively high thet R-indicator is very low. As a
consequence, again, the coefficient of variatiomugh higher and even higher than that

of the Web only strategy. When the F2F second plsaadded, then the response rates
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increase considerably, for mail it is now closdftat of the benchmark strategy. The R-
indicator and the coefficient of variation beconmaikar to that of the benchmark strategy.

Table 5.1: Response rate, R-indicator, coefficiehtvariation and costs for various
strategies in the 2011 CVS experiment. Standardr expproximations are given within

brackets. Costs are given in 1000’s of Web sammilecosts.

Strategy Response rate R-indicator CVv Cost
Web 28.7% (1.0%) 0.806 (0.019) 0.368 (0.034) 2.2
Web— F2F 57.9% (1.1%) 0.829 (0.022) 0.168 (0.019) 49.1
Web scenario 1 39.7% (1.0%) 0.808 (0.021) 0.26726). 20.0
Web scenario 2 43.6% (1.1%) 0.846 (0.021) 0.20628). 29.1
Mail 49.0% (1.1%) 0.738 (0.020) 0.283 (0.020) 8.8
Mail — F2F 66.0% (1.0%) 0.812 (0.021) 0.157 (0.016) 42.3
Mail scenario 1 54.1% (1.1%) 0.855 (0.022) 0.15970) 18.7
Mail scenario 2 59.5% (1.1%) 0.878 (0.022) 0.12910) 26.8
F2F— F2F 67.9% (1.0%) 0.801 (0.021) 0.160 (0.015) 91.3

We assume that the available budget is not sufficie cover a second phase for all
nonrespondents in the first phase. The costs fproaghing one CVS sample person
through mail is approximately four times higherrtthrough Web and the costs for F2F
are approximately 30 times higher. The last coluofirtable 5.1 gives the costs per
strategy in thousands of sample unit costs for Wreb approach. The F2F to F2F
strategy is approximately 45 times more expensivantWeb only. For ease of
demonstration, suppose that the available budgeteghird of the expensive F2F to F2F
strategy, i.e. 30.4. This implies there is budgealtocate 940 cases to F2F after a Web
first phase and 720 cases after a mail first phEise full F2F strategies for Web and mail

cost, respectively, 49.1 and 42.3, and are tooresipe.
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Table 5.2: Variable-level unconditional and condiital partial R-indicators for various
strategies in the 2011 CVS experiment. (p-value:ldelow 0.1%, T = below 1% , # =
below 5%).

Unconditional Conditional
Phase 1 Phase 1 and 2 Phase 1 Phase 1 and 2

Gender Mail 0.024 # 0.014 0.040 * 0.024 #

Web 0.020 # 0.003 0.001 0.007
Ethnicity Mail 0.077 * 0.058 * 0.043 * 0.033 *

Web 0.039 * 0.047 * 0.022 t 0.021 #
Income Mail 0.067 * 0.056 * 0.056 * 0.047 *

Web 0.077 * 0.046 * 0.053 * 0.032 t
Urbanization  Mail 0.026 # 0.026 # 0.014 0.015

Web 0.015 0.053 * 0.014 0.034 *
Age Mail 0.087 * 0.051 * 0.064 * 0.037 *

Web 0.061 * 0.036 * 0.041 * 0.022 #
Phone Mail 0.038 * 0.027 t 0.016 0.011

Web 0.029 * 0.046 * 0.016 0.026 t

We adopted two extreme scenarios. The first scemathat of a one-time only survey or
a low frequency survey in which there is no timée@rn and to perform a full F2F phase
2. Under this scenario, a decision to allocate espowndents to F2F has to be based on
the Web and mail phase 1 responses only. The sesmerdhrio is that of a continuous
survey in which budget can be invested to perforpil@ with a full F2F second phase.
Under this scenario, a decision to allocate nommedents can be based using the
responses to both phases. Table 5.1 includes theator values of the adaptive survey
designs that are constructed under the two scenéows 4 and 5 for Web and rows 8
and 9 for mail). We constructed the designs foltayihe steps of section 3.3. For the
first scenario, four categories turned up for béfkeb (income groups 10-15K and 15-
20K, age group >75 years and non-western non-redteved for mail (males, age groups
15-25 years and 25-35 years and non-western navesatFrom these categories

stratifications were formed and strata with sigrafit negative unconditional values were
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selected for follow-up; 594 cases for Web and 3#9nail. For the second scenario, we
found four categories for Web (income group >30HKtives, persons with a registered
phone and persons living in little or non- urbadizzeas) and five categories for mail
(income group >30K, natives, persons with a regestephone and age groups 55-65
years and 65-75 years). From these categories atyatifications were formed and strata
that did not have significant negative unconditiiovalues were deselected for follow-up;
leaving a total of 896 for Web and 601 for mail foHow-up. For both scenarios the

numbers of case were within the budget levels.

Table 5.1 presents the resulting indicator valdes. both scenarios, obviously, the
response rates increases. Under scenario 1, fortiéebecond phase does not improve
the R-indicator while for mail the second phaseal¢eto an enormous increase in the R-
indicator. The coefficient of variation for mail i@ecome similar to the target from the
F2F to F2F design while for Web it is still highénder scenario 2, the R-indicator
increases for both Web and mail and are signiflgdngher than for strategy F2F to F2F.
Because of the lower response rate the coeffickwnariation for Web is still higher than

the target but for mail it is significantly lower.

In the construction of the designs, we have comated ourselves on auxiliary variables.
The important question is whether the various des@so affect the survey variables.
Table 5.3 contains the design-weighted but unagfustsponse means for designs with
Web and mail, respectively, of five survey varigbtdserved in phase 2: the number of
victimizations per 100 inhabitants, the percentaigimized over the last year, a five-

point neighbourhood nuisance scale, the perceraégeersons feeling unsafe at times

and the percentage of persons being not satisfigdtlae police. The response means are
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computed using the phase 2 answer to the repeaiestion in F2F in order to avoid
confounding with mode-specific measurement biag @stimates of a full F2F phase 2
and the adaptive survey designs under scenariosl 2 are tested against the Web only
and mail only designs. For comparison also coeffits of variation are shown. The
victimization variables show significant differeiscagainst a Web only or a mail only
design at the 5% level, the other variables do Bspecially, the neighbourhood nuisance
scale seems to be very robust against changessigndel'here is some indication that
decreases in the coefficient of variation coinci¥éh significant changes in the
victimization variables; the only design whereid dot change significantly, scenario 1
for Web, still had a relatively high coefficient vériation. Remarkably, the number of
reported victimizations in designs with a Web fipsiase is a lot higher than those with a
mail first phase, although percentages victimizedsamilar.

What can we learn from this application? The appio confirms that building adaptive
survey designs based on response to a first plaasbecrisky. For mail the second phase
allocation turned out right and all indicators imoyped, but for Web hardly any
improvement was found; The F2F second phase healpied response rates of some
strata but was counterproductive on other stratés fisk reflects the lack of knowledge
about the efficacy of the second phase which isuded in the scenario where both
phases have been conducted first. The applicatiowsthat it may be fruitful to perform
a first pilot wave in which some investment is maddearning if and how a second
phase improves response. After this wave the desagnbe optimized for subsequent
waves and statistics for the first wave (and obsfipduture waves) can be based on the

optimized design.
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In the application we performed a structured taad-error approach. Under scenario 2
where we have estimates for the response propenddr both phases, we could have
done an advanced optimization following Schouteali@éscu and Luiten (2013). This
would lead to a complex non-linear, non-convexrmpation problem when all variables
and all variable interactions are included. If wewd first construct stratifications for
targeting sample cases, as we have done hererdperpes of the problem are the same
but the dimensionality would be much lower and ppeha brute force approach where a
lot of options are simply tried would become witheach. We have not tried this for the
application, however.
Table 5.3: Unadjusted response means for five QWM&g variables and coefficient of

variation for designs with a Web or mail first pleagp-value for test against phase 1
response only: * = below 0.1%, T = below 1% , #e&ldw 5%).

Web Phase 1 Phase 1 and 2 Scenario 1 Scenario 2
Coefficient of variation 0.368 0.168 0.267 0.206

# victimizations per 100 26.6 30.3 26.6 30.1

% victimized 8.1 10.7 t 8.9 108 t
Nuisance scale 1.3 1.3 14 1.4

% unsafe 25.5 25.4 25.6 26.9

% not satisfied police 45.3 47.1 46.9 47.0
Mail Phase 1 Phase 1 and 2 Scenario 1 Scenario 2
Coefficient of variation 0.283 0.157 0.159 0.129

# victimizations per 100 17.6 22.3 # 234t 22.4 #

% victimized 8.8 10.0 # 10.6 # 10.3 #
Nuisance scale 1.2 1.3 1.3 1.3

% unsafe 27.1 25.4 26.4 26.2

% not satisfied police 47.8 47.5 48.0 48.1

6. Discussion

In this paper, we demonstrated how to use part@ditators in forming nonrespondent

profiles and strata for adaptive survey designs., Wethermore, presented and
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demonstrated structured trial-and-error approatihégsign adaptive survey designs, and
we identified two extreme scenarios: a one-timey @urvey and a continuous survey
with a long time horizon. In the approaches we &elbp pragmatic viewpoint in order to
avoid complex optimization. However, the cruciagnedient to the formation of strata
and the efficacy of adaptive survey designs isatvealability of auxiliary variables from

frame data, administrative data or paradata tleatedevant to the key survey variables.

We design and employ adaptive survey designs flemconviction that adjustment by
design is profitable also when adjustment afterwarsl applied. There are two
motivations for this conviction: we want to redueariation in adjustment weights by
design and we treat proxy measures of nonrespange as process quality indicators.
We believe, and there now is empirical evidencat # larger variation in response
propensities on known variables is indicative ofrmvhigher variation in response

propensities on other variables.

In dividing the data collection into two phases, wesume that there is a strong
conjecture that a second phase is needed to rdlecanpact of nonresponse error.
Although we do test indicators for their signifitadifference to a fully random

nonresponse, we largely ignore the trade-off betwi@as and variance that needs to be

made when taking the mean square error as theatétiquality measure.

To date, all approaches towards designing adaptiveey design are non-Bayesian and
do not update response propensity distributionghdutata collection or from one wave
to the other. A Bayesian approach is a promisitey@étive as uncertainty about adaptive
survey design input parameters is included in arahtway, see e.g. Wagner and

Hubbard (2013). However, such an approach reqaidgifferent framework (e.g. Schafer

37



2013 for an application to data collection monitgj, and the most challenging element
may be how to include and model multiple but diegtsy survey variables. We advocate
that a Bayesian approach is investigated but léat@ future research to explore this

alternative.
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