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Summary
Ageing cohort studies around the world face common methodological challenges of data collection, measurement and analysis, which become increasingly problematic as participants grow older. While these challenges are common to all longitudinal studies, ageing cohort studies in particular highlight complex methodological issues due to the nature of the population. The National Centre for Research Methods (NCRM) funded a series of workshops that brought together experts and researchers in longitudinal and ageing cohort studies to discuss some of these methodological challenges. The series was divided into workshops around the challenges of data collection, measurement and analysis in ageing cohort studies. This report summarises some of the work underlying the workshops and highlights some of the innovative solutions researchers have adopted to overcome these challenges. These include using mixed modes of data collection to deal with respondent burden, using the lifegrid history method to deal with recall bias for proxy respondents, using auxiliary variables to adjust for missing not at random mechanisms, and using a range of missing data analyses methods and simulation studies to assess the performance of a variety of different missing data mechanisms.

1. Introduction
Ageing cohort studies around the world face common methodological challenges of data collection, measurement and analysis, which become increasingly problematic as participants grow older. While these challenges are common to all longitudinal studies, ageing cohort studies in particular highlight complex methodological issues, for example, do we need different measures of health and functioning for studies of older people? Longitudinal studies use the same measures of health over and over again in order to be able to observe changes. But until recently we only did this between childhood and middle age. New measurement instruments may be needed to measure change in dimensions of participants’ lives that become more important in older age, and that may not be captured well by instruments validated in younger populations. However, when a new measure is used in a longitudinal survey it breaks the continuity between past and future sweeps. What is needed is the right combination of continued repeat measures with newer ones that are more relevant in the later years.
Longitudinal cohort studies of ageing are a subset of longitudinal studies in which: (1) The sampling population an “older” person, which is usually someone above a specified age (usually 50 years and over); (2) the unit of analysis is typically the older person and their partner, and so has an emphasis on the household; (3) the study duration is the whole life course and so they are usually not restricted to just two waves of data; (4) there is an emphasis on collecting repeated measures and an accumulation of life history data focus on measures of relevance to older population.

A number of large longitudinal studies of ageing have been developed in recent years in many countries around the world. The U.S. Health and Retirement Study (HRS) was launched in 1992, and this study has provided a template for studies such as the English Longitudinal Study of Ageing (ELSA), the Survey of Health, Ageing and Retirement in Europe (SHARE), and many other more recent ageing cohort studies in Asia. Alongside these new ageing studies, which share a comparable template, some of the older birth cohorts such as the MRC 1946 Birth Cohort Study and the Whitehall II civil servants cohort are maturing with surviving respondents entering early old age. Furthermore, ongoing long running longitudinal studies such as the British Household Panel Survey and its successor, the Understanding Society Panel have always included older respondents who continue to be followed up and surveyed each year. All of these studies represent the different kinds of ageing cohort studies and although they have different origins, the share common methodological problems related to data collection and analysis.

Ageing cohort studies are inherently interdisciplinary, incorporating a range of biomedical and social science disciplines. As study members age and become increasingly frail, they may not be able to participate due to problems with mobility, problems with sight/hearing and dementia. This may require changes in the mode of data collection as well as the use of information from proxy respondents. While asking certain key questions from proxy informants is a standard method, asking relatives or carers for complex information on which health problems have occurred, when each one began and for how long it went on may be subject to considerable recall biases. Attrition and non-response are common problems for most longitudinal studies. Standard methodological approaches tend to assume there are no major differences between those who stay in the study and answer all the questions and those who do not (known as the “Missing At Random” assumption). But this assumption is hard to
justify in an ageing cohort. There are now more complex analysis strategies (“Not Missing At Random”) which may become increasingly important as sample members leave ageing cohort studies.

A strategic review of panel and cohort studies (Martin et al. 2006) emphasised the importance of longitudinal studies to address key issues in the Economic and Social Research Council’s (ESRC) Strategic Plan which includes research on ageing populations. Methodological challenges become more complex as participants in longitudinal studies become increasingly elderly. Studies need to address new research questions related to ageing while maintaining their existing instruments to measure change and adopt new modes of data collection that are appropriate for older populations. The methodological challenges raised by ageing cohort studies also reflect many of the key topics identified for UK research methods: these include longitudinal methods; interdisciplinary and mixed methods; data linkages to new digital data; survey methods; research ethics; and comparative research.

The National Centre for Research Methods (NCRM) funded a series of workshops that brought together experts and researchers in longitudinal and ageing cohort studies to discuss some of these methodological challenges. The key topics, innovations and recommendations are highlighted in this article. (http://www.methods.manchester.ac.uk/ageingcohort).

The article begins by highlighting trends in population ageing studies and taking a brief look at some key UK longitudinal studies. We then look at the following the key issues: non-response and attrition; selection and survivor bias; missing data; measuring cognitive change; mixed modes data collection; measuring and monitoring general health status; and psychometric considerations including questions around validity and ceiling and floor effects. Finally, recommendations are made for further developments in the area of ageing cohort studies resulting from the NCRM workshop series.

1.1 Trends in population ageing

In recent years there has been a rise in interest by policy makers and researchers in understanding the trends in population ageing worldwide due to increased longevity. The increase in people living longer has complex social and economic costs and benefits that require rigorous scientific understanding and these impacts, according to Howse (2012),
remain somewhat unclear. Howse suggests that the work of health care professionals in the future is likely to focus on strategies for the prevention and management of chronic disease in older age. Tucker et al. (2011) highlighted a trend towards emphasising prevention, enablement and personalisation of services for older people accessing community equipment, adaptations and care services. Their evaluation of self-assessment services suggested the potential of this type of referral system to address the preventative agenda.

Some other examples of the diversity of contemporary research in this area include: understanding the impacts of disability on an older population in order to assist policy-makers and health care managers plan appropriate services (Hebert et al., 2012); understanding the frequency and effects of dual impairments such as hearing and visual impairments in older people and their links with depression (Schneider et al., 2011); the influence of education on health and well-being in later life in different European contexts (Avendano et al., 2009); investigating how home delivered health care can improve well-being and reduce the overall need for care (Parsons et al., 2012); and the effects of social inequalities in health pertaining to physical functioning and mental health after retirement (Jokela et al., 2010) and the speed with which older people’s physical health deteriorates in early old age dependent on prior occupational class (Chandola et al., 2007).

With the population of the USA set to double by 2025 (Reboussin et al., 2002) and by 2050 the number of people aged 60 or over worldwide will be set to triple (Jurges, 2009). The best way to improve our knowledge of individual and population ageing is, according to Jürges (2009), through multidisciplinary approaches and the use of longitudinal data. This process has already begun within the international research community, led in part by US survey research methodologists, with the development of integrated micro-data, with national and international data sources consisting of household-level, and individual-level data across a range of measures from economic well-being to health. Jürges suggests that it is the international dimension that will prove most useful in understanding ageing trends in different country, institutional and policy circumstances and as a means of learning about what policy interventions work best in particular ageing contexts. Jürges (2009) reports on many of the international data sources including the German Socio-Economic Panel (SOEP), the Household Income and Labour Dynamics in Australia (HILDA), the Cross-National Equivalent File (CNEF) and the Survey of Health, Ageing and Retirement in Europe.
This latter survey contains micro-data on social and family networks of individuals over 50 years old in fifteen European countries and includes indicators of their socio-economic status and health. One of the major advantages of this survey, according to Jürges (2009), is it is partly harmonised with the English Longitudinal Study on Ageing (ELSA) and the U.S. Health and Retirement Study (HRS). Other surveys are currently in development that will build on many of the design elements of SHARE and HRS allowing further international comparability across a range of ageing related topics.

1.2 Longitudinal and ageing cohort studies in the UK

The UK is home to the largest and longest-running longitudinal studies in the world. Martin et al. (2006) in their review report advocate for continued investment and strategic planning for UK based longitudinal studies which continue to contribute to knowledge of individual and societal well-being trends and to act as aids to policy makers, particularly in light of ageing populations. The following list highlights some of the longitudinal studies available in the UK, many of which have national and internationally comparable elements. Full details of the studies, including access to data, are available via the UK data service (www.ukdataservice.ac.uk).

The National Child Development Study (NCDS) follows the lives of individuals born in a particular week in 1958 across Great Britain. The study’s main aim is to understand human development across the whole lifespan and the factors that influence it. The 1970 British Cohort Study (BCS) covers England, Scotland and Wales and follows the lives of over 17,000 people born in a particular week in 1970. The first wave of the study was designed to be comparable with the 1958 cohort study and examined the social and biological characteristics of the mother in relation to neonatal morbidity. There have been several data collection sweeps which have developed over the years to include information not just on medical topics but also covering education, social development, health and the economic circumstances of individuals. Similarly, the Millennium Cohort Study (MCS) began in 2000 and focuses on the economic, health and social conditions facing children growing up from this period. All three cohort studies will help provide a better picture of the circumstances of ageing over time. They are housed at the Centre for Longitudinal Studies (CLS) where they are maintained and user support provided.
The British Household Panel Survey (BHPS) was conducted by the Institute for Social and Economic Research (ISER) at the University of Essex from 1991-2009 (Waves 1-18). This study formed the UK arm of the European Community Household Panel (ECHP) survey providing EU cross-national comparable micro-data on various living conditions such as work, health and housing. In 2009 the BHPS migrated to a new study called Understanding Society, also known as the United Kingdom Household Longitudinal Study (UKHLS). It is hoped the study will facilitate research on the general well-being of the UK over time with a particular focus on family life and social ties, health, work and finances. Lower level geographical datasets are made available under special licence from the Secure Data Service. The English Longitudinal Study of Ageing (ELSA) specifically focuses on older people’s patterns of ageing, transitions to and beyond retirement and quality of life by examining the dynamics between social networks and participation, health and functioning, and economics. This study is modelled closely on the US Health and Retirement Study.

1.3 Measuring heterogeneity: the methodological and policy challenges

Observed heterogeneity amongst the older population; in functional status, health perceptions, satisfaction with health and emotional well-being; is one of the most consistent and remarkable findings about gerontological health. This heterogeneity has likely stimulated growing interest in using more multidimensional measures of health status in studies of elderly persons. This has resulted in research that not only looks at the difficulties associated with ageing but also at ways in which individuals age well. For example, Doyle et al. (2012) have recently used the ELSA and the Health and Lifestyle Survey (HALS) datasets to propose a model of successful healthy ageing that takes account of these widespread experiences combining both subjective and objective measures. Their model provides reproducible insights and confirms the role of active physical and social participation and personal resilience for ageing well. Utilising the SHARE survey, d’Uva et al. (2008) investigated the impact of educational level on the self-reported health status of older Europeans across six domains. They found that heterogeneity in reported emotional health, mobility, pain, breathing, sleep and cognition could mask health inequalities if patterns of reporting by educational status were not taken into account. Another study utilising SHARE, reported widespread heterogeneity in later-life mental health in Europe with higher educational attainment and being married associated with optimal mental health (Ploubidis and Grundy,
Similarly, a study by Vonkova and Hullegie (2011) showed that in cases of self-assessment respondents may react differently to different types of research questions and that this heterogeneity in reporting behaviours may lead to biased results.

While methodological problems are common to all longitudinal studies, they are particularly relevant to ageing cohort studies due to the nature of the population. Frailty in the population, compounded by disability and health problems makes it difficult to measure many things in this population. Selective drop out from studies means that missing data analysis that relies on Missing At Random assumptions may not hold. It is more likely that the missing data mechanisms are Missing Not At Random, as a person’s poor health status in the previous wave is likely to result in their being unobserved in the current wave. The following section looks at non-response and attrition in the context of ageing cohort studies.

2. Causes of bias in studies of ageing

All longitudinal studies are subject to problems with non-response and attrition, but these problems are magnified considerably in ageing studies where rates of attrition tend to be higher (Gardette et al., 2007). The challenges older study participants pose are not unique but their personal and medical circumstances present sufficient challenges for the design and analysis of clinical research studies to warrant attention. Van Ness et al. (2010) highlight the specific statistical challenges this group encompass design and analytical strategies for multiple outcomes, multipcomponent interventions, floor and ceiling effects, missing data, state transition models and mixed methods.

Sample loss arises in longitudinal surveys at every wave from a failure to locate sample members, or from a failure to contact them, or because contacted subjects choose not to cooperate with the survey. In ageing studies, the last reason becomes increasingly common as subjects may not be able to participate due to ill health and disability reasons and the external validity of a study is threatened (Mein et al., 2012). As the sample becomes progressively smaller it also becomes less representative of the population of research interest because the propensity for attrition varies in a systematic way. It has been argued that for a research findings to be interpreted correctly a detailed analysis of the different types and effects of attrition should be carried out to determine if attrition has occurred at random or if it is associated with particular participant characteristics (Gardette et al., 2007).
Non-response and attrition has the effect of reducing the sample size and as a result can have an impact on statistical efficiency. Researchers are becoming more aware of the need to account for non-response and attrition bias in their work and use a variety of techniques to do this. It can be dealt with by means of statistical procedures to reduce statistical bias and in relation to study design and follow up techniques at subsequent waves. A comparison of earnings measures from UK longitudinal and cross-sectional surveys (Francesconi et al., 2011) revealed notable and stable differences between the different data waves suggesting that non-response and attrition plays an important role between the first and the second comparison time points. David et al. (2012) tested the cost-effectiveness of different types of sample size maintenance programmes in a diabetes prospective cohort study. Their approach advocated the use of substitution sampling, finding it to be a justifiable economic means of maintaining sample sizes. This is one of the most common means of replenishing samples lost through attrition in ageing cohort studies. Matthews et al. (2004) suggest all longitudinal studies should investigate attrition or estimations could otherwise be biased. They suggest that these biases could be of particular import for estimates of movements from an older person’s own home to a residential home and could affect the estimates of health and psychiatric diseases where risk factors are associated with attrition.

Conversely, in ageing studies, attrition due to ill health results in a healthy survivor bias which restricts inferences based on risk factors measured earlier on in life. A classic example of the healthy survivor bias is the association between cigarette smoking and dementia among older adults. While there is a strong association between smoking and cognitive performance in younger adults, this association generally attenuates in older samples (Whittington and Huppert, 1997) presumably because the lethality of smoking results in highly selected populations of very old smokers. Survivor bias in studies of ageing is thought to account for the mixed findings regarding the association between cigarette smoking and dementia among older adults (Liu et al., 2010). While this is a common problem for most longitudinal studies, standard methodological approaches (such as under a Missing At Random assumption) are hard to justify in an ageing cohort.

Another example is the reversal of the association between education and cognitive function in elderly populations; several studies deal with this issue (Basu, 2013; Ganguli et al. 2010;
d’Uva et al. 2008; Laursen, 1997). In general education promotes survival. However, the survival of people with no or little education into older ages suggests these selected elderly may have other unobserved, beneficial personal traits. This is something Doyle et al. (2012) highlight in their study on successful ageing in British populations, claiming personal resilience, along with participation in physical and social activities to be key. If unobserved traits influence health, they would bias any estimate of the association between education and health among the survivors. Because of the association between education and cognitive engagement, the same bias may apply to estimates of the association between adult cognitive activities and health. Common missing data methods can be used to analytically address selection bias, using missing data methods such as inverse probability weighting to account for competing risks if other factors are measured. In many instances, it has been shown that although this bias is a theoretical possibility, it is not severe unless survival is quite low (e.g., in very old samples). Studies of individuals above age 80 or 90, however, may face severe bias due to selective survival.

3. Dealing with missing data

All longitudinal studies are subject to problems with non-response and attrition, but these problems are magnified considerably in ageing studies. Selective drop out between waves of data collection is often on the basis of health problems. Some of these health problems may be observed in previous waves, but not all health problems and other factors related to drop out will be observed. Standard methodological approaches tend to assume there are no major differences between those who stay in the study and answer all the questions and those who do not (known as the “Missing At Random” assumption). But this assumption is hard to justify in an ageing cohort. As health and well-being measures are often the dependent variables in analyses of ageing cohort studies, such selective drop out results in missing data mechanisms that are missing not at random. Or in other words, a person’s unobserved poor health status in the previous wave is likely to result in their being unobserved in the current wave.

In addition to unobserved poor health as a factor for missing data, there are other reasons why ageing cohort studies may particularly suffer from missing data problems, that sets them apart from standard longitudinal studies. There may be greater residential mobility by sample respondents at older ages due to “downsizing”. Downsizing is a common lifecourse
occurrence with families after children become adults and leave their parental home. The parental generation reduces their need for housing consumption and require smaller and less expensive housing. This often results in downsizing and moving house, and so tracking older respondents in a longitudinal study becomes especially problematic when downsizing occurs. Differential ‘respondent burden’ is another oft-cited reason for non-response (Groves and Couper, 1998). There is evidence that surveys of longer duration have higher attrition rates (Zabel, 1998).

An important concern with all panel studies, and particularly those focused on an older population, is the potential for bias caused by individuals non-randomly dropping out of the survey over time. If attrition from a survey is systematically related to outcomes of interest or to variables correlated with these outcomes, then not only will the survey cease to be representative of the population of interest, but estimates of the relationships between different key outcomes, especially in a longitudinal context, may also be biased (Plewis, 2011).

There has been a substantial increase in missing data handling techniques that assume a missing at random (MAR) mechanism. MAR mechanisms assume that the propensity for missing data on an outcome is related to other analysis variables. Although MAR is often reasonable, there are situations where this assumption is unlikely to hold, leading to biased parameter estimates. One typical example is an ageing cohort study of functional decline where participants with the greatest declines also have the highest likelihood of attrition, even after controlling for other correlates of missingness. There is a large body of literature on missing not at random (MNAR) analysis models for longitudinal data, particularly in the field of biostatistics (Plewis 2011). Because these methods allow for a relationship between the outcome variable and the propensity for missing data, they require a weaker assumption about the missing data mechanism. There are 2 classic MNAR modeling approaches for longitudinal data: the selection model and the pattern mixture model (Plewis 2011). These models are now quite easy to estimate in popular statistical modelling packages such as STATA, R and Mplus.

More complex Not Missing At Random (NMAR) analysis strategies may become increasingly important as sample members leave ageing cohort studies due to ill health, lack of
engagement with the study, or death resulting in missing cases. While in many research circumstances employing data handling techniques that assume a Missing At Random (MAR) procedure may be suitable, in longitudinal ageing cohort studies this is not always appropriate.

4. Measuring cognitive change: methodological issues

Most studies on ageing measure aspects of cognitive function. This is because some of the basic cognitive functions most affected by age are attention, memory and perception. Although there is a general decline in cognitive function with ageing, enormous variability exists across individuals. Many older people out-perform young people, at least on some cognitive tasks, and others of the same age do at least as well as the young. However, there are a number of methodological issues that arise when measuring cognitive change in elderly populations.

The methodological challenges around cognitive ageing make it one of the best examples of the methodological challenges that ageing cohort studies face that are common and yet distinct from standard longitudinal studies. These include: the role of missing data (Kennison and Zelinski, 2005); the consequences of non-response (Bergman et al., 2010); learning effects in the use of standardised cognitive function measurement tools (Jenkins, 2012 and JacqminGadda et al., 1997); selection bias and the possibility of a test-examiner effect (Laursen, 1997); and intra-individual cognitive variability (short-term changes) that can highlight important predictive ageing related outcomes which can help explain the psychological process of adaptation (Martin and Hofer, 2004). Although cognitive function tends to decline with age, in particular memory, perception and attention, there is a wide range of variability across individuals. Liu et al. (2010) suggest that while some older people do as well as younger people on a range of cognitive function tests and may even out-perform them on some, there are still important methodological issues when measuring cognitive change in older people. The tension between continuing repeated measurements from earlier on in the lifecourse versus new and more relevant measures is typified in the challenges around cognitive decline. New measures of cognitive tests at older ages are often needed that distinguish between dimensions of cognitive functioning that are particularly important for older populations. Floor and ceiling effects may be marked in a number of cognitive measures with the majority of respondents in early old age obtaining maximum scores on
some cognitive tests, while a large proportion of those with dementia in later life obtaining the minimum scores. There is the problem of measuring change when participants are no longer able to participate in cognitive and other functioning tests, such as those with onset of dementia or other disabilities. Furthermore, cognitive tests in particular are subject to practice effects, which often result in improved cognitive scores after baseline tests. Finally, there are strong selection issues with missing data in cognitive tests as those with missing data are most likely to be the respondents with the poorest cognitive functioning.

4.1 Factors influencing performance on cognitive tests
Performance on cognitive tests can be affected by many factors including, cultural experiences, language usage, educational attainment, emotional and physical states, prior testing experience the testing environment, and measurement error (Ganguli et al., 2007 and Morris et al., 1999). Morris et al. (1999) claim it is for this reason that it becomes difficult to disentangle individual differences in cognitive scores that are due to the process or disease of interest from these other confounding factors. Their study focuses on measuring changes in cognition rather than cognition scores at a particular time only; and in doing so address various conceptual and methodological issues including the benefits of using longitudinal methods over cross-sectional methods, measurement variation, and the benefits of using multiple statistical models taking careful account of the impact of age and education. Morris et al. (1999) suggest that looking at cognitive trajectories rather than levels of cognitive functioning may be a more appropriate way of understanding the process of cognitive aging. Ganguli et al., (2010) tested for the effects of age and education on cognitive tests from a population-based cohort and combined test scores into composite scores, something recommended by Morris et al. (1999). Participants were tested using the Mini-Mental State Examination (MMSE) and the Clinical Dementia Rating (CDR) scale. They found that older age and poorer education together was associated with worse neuropsychological test performance having a combined greater impact than other measured factors.

4.2 Ceiling and floor effects in measurement
The demands on cognitive tests used in epidemiological investigations are so severe that measurement errors frequently occur causing ceiling and floor effects. This is due to the need to take into account a wide range of cognition levels across different age groups in the older cohort, all with varying health status. Morris et al. (1999) note these issues and suggest that a broad range of cognitive functions should be covered in the study population at the beginning
of the study and during it. Ceiling and floor effects occur when levels of performance outside of the test range cannot be measured or when those participants with the highest or lowest scores can only change in one direction. According to Morris et al., random variation will not be evenly distributed around initial scores. Floor and ceiling effects are a particular problem for brief cognitive tests as they are unable to measure the full range of cognitive functioning in a satisfactory way that reflect the ways in which the dimensions of cognitive function change from early old age to the very old.

4.3 Challenges of collaboration

Ceiling and floor effects in testing are a challenge for epidemiologic studies, especially for the use of brief tests, but the problem is compounded when working in cross-disciplinary settings, as is usually the case in older age research. There can be additional issues in collaborative working due to the prevalence of particular tools covering different facets of cognition and the different epistemological and methodological approaches across disciplines increases the likelihood of experiencing ceiling and floor effects. Morris et al. (1999) acknowledge that compromising on these factors is challenging for collaborating statisticians, psychologists and epidemiologists. There are recommendations towards improved collaborative working between epidemiological and clinical researchers particularly those with a focus on working with older people suffering from depression and memory disorders (Steffens et al., 2006). Van Ness et al. (2010) also recognise the challenges and benefits of collaborative working in the complex area of geriatric health with participants with co-morbid conditions. However, they recommend the systematic training of biostatisticians intending to work with geriatricians, gerontologists and older participants as they will face particular challenges of design and analysis and need to deal with transition models, floor and ceiling effects, mixed methods, multiple outcomes and interventions.

4.4 Practice effects and measurement errors in repeated cognitive testing

Another issue for cognitive testing relates to measurement errors occurring due to practice effects. It is possible that practice effects (also known as learning or re-test effects) influence the scores of cognitive tests when they are repeated, as the earlier exposure to the tests may have interfered with the normal cognitive development that is being measured. Practice effects can occur during repeated cognitive testing, which is best practice for addressing
cognitive change, but can lead participants to experience a learning effect over time. This in turn can impact the estimates of change when the size of the effect is not appropriately accounted for. Morris et al. (1999) suggest that prior exposure to the same tests may lead to improved performance on function and cognitive tests issued at intervals. It is a difficult methodological task to differentiate practice effects from change scores. Separating out such practice effects from change scores is methodologically hard to do. Duff et al. (2010) tackle this issue by employing standardized regression-based (SRB) prediction formulas to determine if a change is meaningful and reliable. They were interested in the role of short-term practice effects in predicting test scores after one year. They concluded that baseline test performances were the best predictors of future test performances and including short-term practice effects added to the predictability of scores for nine different cognitive tests. Duff et al., also suggest that practice effects can have implications for longitudinal studies. However, they acknowledge that their models require validation and testing in clinical samples.

5. **NCRM workshop recommendations**

*Innovations in data collection:*

5.1 *Mixed modes data collection:* This is already done in many ageing studies. For example in ELSA, modes of data collection range from a self-completion questionnaire, nurse visits and CAPI. However, the actual measurement instruments tend to stay within the same mode of data collection between waves. For other ageing studies, there may be changes in the site of data collection. For example, the MRC 1946 BCS moved from the data collection mode of home visits by nurses to clinic visits. The Whitehall II study gives participants the choice of data collection from home visits and clinic visits with those with limiting health problems more likely to choose home visits.

The problems of mixing modes of data collection have been well documented in a number of studies. The Mode of questionnaire administration can have serious effects on data quality. One of the main primary data collection instruments in social, health and epidemiological research is the survey questionnaire. Even minor changes in question wording, question order or response format can result in differences in the type of response obtained, but can be difficult to separate out from other effects of different modes of administration.
The challenges around mixing modes of data collection are around data quality and reliability. However, if we do not mix modes of data collection, there is a possibility of more missing data from respondents unwilling to engage with a particular mode of data collection (such as preferring a short telephone interview to a face to face interview). Survey investigators often face the challenging question—“Is losing data from respondents a bigger disservice to the survey than collecting possibly compromised data using different methods?”

The benefits of mixing methods or modes includes less missing data and increased compliance with responses to questions, potentially resulting in a more representative sample of the study population. Multiple methods or modes within patient can reduce systematic missing data, especially data that is not missing at random (NMAR). Examples of missing data in ageing cohort studies include respondents who become too ill to complete surveys in person, or who develop impairments with hearing or sight. Mixing modes of data collection can take account of respondent’s preferences for answering surveys.

There are well established statistical methods to measure equivalence of data collected using different modes. These include examining the correlation between methods, intra-class correlations, reliability tests, comparison of mean scores by methods, comparison of scores by sub-group or at particular range of scores, Differential Item Functioning (DIF) tests, Bland-Altman plots, and comparing the mixed-method/mode equivalence with test-retest equivalence of the instrument. The example of the Innovation Panel from Understanding Society (http://www.understandingsociety.org.uk/design/innovation/default.aspx) for carrying out experimental designs in a longitudinal context could be adopted in other ageing cohort studies.

5.2 Using parallel forms of cognitive tests in alternate waves of data collection (Houx et al. 2002). Although this reduces practice/learning effects associated with repeated cognitive tests, it does not get rid of them altogether. While direct learning is ruled out by administering parallel test versions, other forms of learning such as procedural learning (improving performance by merely doing something more than once) cannot be circumvented.
5.3 Using the lifegrid approach to retrospective data collection to minimise proxy recall bias.
While asking certain key questions from proxy informants is a standard method, asking relatives or carers for complex information on which health problems have occurred, when each one began and for how long it went on may be subject to considerable recall biases. The lifegrid approach to retrospective data collection has been successful in reducing recall bias (Berney and Blane 2003) and has been adopted in a number of ageing cohort studies to collect life history data for the main respondents. Its use for obtaining life history data from proxy respondents could be extended. This could be especially useful when participants die or they are unable to answer questions. Information on dates and duration of life events could be obtained from proxy respondents using the prompts and memory aides from the lifegrid approach.

An event history calendar (EHC) is a data collection method used to gather retrospective data. Rather than a conventional list of survey questions, the EHC uses a calendar, with time going across the top in columns and key events of interest in the survey going down the side in rows. In contrast to a traditional linear questioning approach, the EHC method uses a series of semistructured questions and probes to encourage respondents to report from autobiographical memory using strategies such as sequential retrieval as well as cross-referencing one event with another. The method has been shown to improve the accuracy and quality of retrospective reports for some topic areas (Belli et al., 2004).

Innovations in analysis:
5.4 Using short-term practice effects as an additional predictor variable in models of cognitive change. Most studies collect repeated data within a wave of data collection to examine the validity and reliability of their measures. This enables us to examine the correlation between the practice effect (the difference in the mean of the cognitive measures from the wave and the repeat) and the baseline cognitive measure (Duff et al. 2010). If the practice effects are large for the subsample of participants with repeated measures, we can consider adjusting for the number of times the cognitive tests are taken to partially account for practice effects in analysing change in cognitive measures in the full sample.
5.5 Using auxiliary variables to adjust for missingness in longitudinal analyses.

One of the methods of reducing problems of bias due to missing data is to find those variables that predict whether a piece of data is missing, and which of those variables that predict missingness are also related to at least one out of possibly many outcomes of interest (Plewis 2011). Longitudinal researchers can draw on a wider range of potential predictors from earlier waves of data collection including:

- Variables of substantive interest that are measured on all the responding cases in the first wave of the study.
- Variables from the sampling frame for all sampled cases at the first wave.
- Variables that are related to aspects of data collection, either derived from administrative procedures used, for example, to track sample members over time or from data collected from respondents and interviewers during fieldwork.

These three groups of variables are sometimes referred to collectively as auxiliary variables although sampling statisticians tend to reserve this term for the variables derived from sampling frames and population registers (from the second group). Variables in last group are sometimes labelled paradata (Couper 1998), but are also referred to as instruments especially in the econometric literature on adjusting for non-response.

Multiple Imputation (MI) are now a standard way of dealing with missing data in cross sectional and longitudinal analyses. The strength of MI is its focus on a model of interest and the link between this model and models for missingness. MI methods assume that data are missing at random (MAR), i.e. that missingness is ignorable conditional on the chosen set of predictors. This is not an assumption that can be supported by the data in many ageing cohort studies where missingness could depend on the wave t value of the variable, even after conditioning on measured wave t-k variables. In other words, the missingness mechanism cannot be ignored and then the data are ‘missing not at random’ (MNAR). One way of dealing with the problem of non-ignorable missingness is to jointly model the model of interest and the missingness mechanism (Plewis 2011).

Paradata could have a potentially important part to play in this joint modelling process because their association with response behaviour and their irrelevance to the model of interest means that they can be useful instruments that help to identify the joint model and thus improve the robustness of estimates from these models. This can be particularly
important when the model of interest includes more explanatory variables as controls. Candidate variables include the length of the interview at wave one, the proportion of questions answered at wave one (a variable found to be predictive of non-response by a number of researchers), the reluctance of the cohort child to attempt the educational tests, and variables like interviewer gender, ethnic group, age and experience. It is also possible to ask the interviewers to record observations about their contact with respondents, and to ask respondents to describe their experience of the interview and interviewer. On the other hand, there is a cost attached to collecting paradata. The question of whether it is cost effective to collect more variables of this kind must depend in part on an assessment of the possibilities and benefits of reducing the deleterious effects of non-response that they bring.

5.6 Using a range of missing data analyses methods and simulation studies to assess the performance of a variety of missing data mechanisms. While multiple imputation analyses are becoming increasingly standard, the Missing At Random assumptions may not be appropriate for many ageing cohort studies. Analytical methods such as Heckman selection models (Winship and Mare 1992) and the inclusion of auxiliary variables that predict missingness but not the substantive outcome (LaLonde 1986) could be useful tools in analysing longitudinal data from ageing cohort studies.

There are two main strategies used to investigate the effect of different methods of accounting for missing data (Landy, 2012). The first strategy involves analysing data from a dataset with missing data, using the missing data methods, and comparing the results. However, the true results remain unknown, making it impossible to compare the results achieved using missing data methods to the true values. Hence, it is not possible to assess which of the missing data methods produce the least biased results.

The second strategy is to use complete datasets and then delete values by simulating the missingness according to the postulated missing data mechanism. Simulation studies can be used to assess the performance of a variety of different missing data mechanisms in relation to a known truth. This entails generating simulated data from cohort studies and then deleting data according to potential missing data mechanisms. The performance of different missing data methods under various missing data mechanisms can be evaluated, using measures of bias, coverage and accuracy (Landy, 2012).
The analyses of interest are initially carried out on the complete dataset; then using missing data techniques on the dataset with the simulated missing data, and these results are compared with the results from the complete data analyses (Landy, 2012). One limitation of this method is that in practice the missing data mechanism is generally unknown. When both the true coefficients and the estimates from the various missing data methods are known (as in the second method above), the performance of different missing data methods under various missing data mechanisms can be evaluated, using measures of bias, coverage and accuracy (Schafer and Graham, 1999; Collins et al., 2001).

6. Conclusions
There has been a substantial increase in ageing cohort studies that are now available for researchers around the world. This has been driven by “new” ageing cohorts studies, as well as the maturation of sample members of ongoing longitudinal cohort studies and birth cohort studies. These ageing cohort studies share common methodological challenges which are also common to all longitudinal studies, but are particularly acute in older populations due to specific issues such as frailty, disability and ill health leading to data collection, measurement and analytical challenges.

The NCRM series of workshops have highlighted a number of methodological challenges that need to be taken into account for the design and analyses of ageing cohort studies. The rise in data from ageing cohort studies has also been paralleled by the development of methodological tools to cope with these challenges. These include using mixed modes of data collection to deal with respondent burden, using the lifegrid history method to deal with recall bias for proxy respondents, using auxiliary variables to adjust for missing not at random mechanisms, and using a range of missing data analyses methods and simulation studies to assess the performance of a variety of different missing data mechanisms. However, these are not standard methodological tools that most researchers involved in analysing longitudinal studies are familiar with. The training components associated with the NCRM workshop series were very popular and well received, suggesting there is a strong demand for such additional training tailored to non-statistical researchers.
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